Construction of the tourist sentiment dictionary for hotels to mining tourist demands: Based on Macao’s hotel reviews from Agoda
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Abstract: Tourist hotels (or tourist accommodations) are located near tourist attractions, primarily serving tourists. In recent years, with the gradual improvement of people’s living standards around the globe, tourists’ demands and standards for tourist hotel construction have been rising accordingly. In the context of technologization and informatization, various hotel booking platforms (Agoda, Booking, Trip, etc.) cover a large amount of review data in evaluating systems to reflect tourists’ demands. Meanwhile, identifying demand-oriented reviews and extracting core consumer demands from them is crucial for optimizing hotel services and enhancing tourist satisfaction. Therefore, this study explores the demands of tourists in tourist hotels from the perspective of text sentiment analysis and takes Macao, a famous tourist destination, as an example, based on reviews of tourist hotels on the Agoda site platform. Specifics are as follows: (1) Based on pointwise mutual information (PMI) and information entropy (IE), it realizes the identification of sentiment words in the field of tourist hotels and constructs a sentiment dictionary to address the problem of poor relevance between word segmentation results; (2) It summarizes the five types of reviews containing tourist demands (positive, negative, suggestion, demand, and comparison) and their characteristics to solve the ambiguity of texts and further accurately reveal the main demands of tourists; (3) It classifies tourist demands and group similar tourist demands into the same categories to address the problem of multiple expressions for the same demand. The present study provides empirical experiences from Macao’s hotels and contributes to the literature on text sentiment analysis in tourist hotels. Furthermore, the study results could enhance the mining accuracy and provide a detailed summarization of consumer demands and directions for the sustainable optimization improvement of tourist services.
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1. Introduction

The tourist hotel, also known as tourist accommodation, refers to commercial establishments that provide accommodations, dining, and other services for tourists [1,2]. These hotels are typically located near tourist attractions or transportation hubs and offer various types of accommodation options, facilities, and services to meet the diverse demands of tourists, helping them enjoy the pleasures of tourism and explore their destinations [3]. With the approaching end of the COVID-19 pandemic, governments worldwide are gradually relaxing prevention and control measures for
the epidemic, and the travel and tourism sector demonstrates robust indications of resurgence [4,5]. Global tourists exceeded 900 million in 2022, a two-fold increase compared to 2021 [6]. In 2022, international tourism revenue returned to US$ 1 trillion, a real increase of 50% compared to 2021 [6]. The global tourism development in the post-epidemic era is showing a positive trend, and the standard of tourism-related infrastructure and supporting facilities is continuously being raised by the growing consumer demand for tourism [7]. It is projected that the revenue of the tourist hotel market will reach US$446.50 billion by 2024 worldwide [8]. Looking forward, an annual growth rate of 3.32% (CAGR 2024–2028) is expected, resulting in a projected market volume of US$508.90 billion by 2028 [8].

When choosing a tourist hotel, tourists consider various factors, such as the environment [9], price [10], transportation [11], services and facilities provided by the hotel [12], and service attitude [13]. A more comfortable environment could put visitors in a better mood, affecting the subjective feelings of the hotel occupants and their evaluation of the environmental experience [14,15]. According to Environmental, Social, and Governance (ESG) theory, hotels that value guests’ feedback and meet guest demands could positively influence guests’ subjective choices, brand preferences, emotional trust, and post-use evaluations [16], thereby contributing to the hotel’s sustainable development [17]. Nowadays, driven by machine learning, information models, and big data from the internet, there is an increasing amount of semantically rich text review data. The complexity of text data is leading people to shift from traditional manual visual screening to computer-based algorithmic model construction and intelligent evaluation, aiming to maximize the efficiency and reliability of data processing workflows [18–20]. Online hotel booking platforms contain vast amounts of reviews from tourists [21], including information about sentiments [22], demands [23], and improvement suggestions [24]. If improvement suggestions and demands from reviews could be accurately extracted, tourist hotels could optimize their services and enhance tourist satisfaction based on tourist feedback and demands. This, in turn, contributes to the sustainability of the tourism industry [25].

In the above context, this paper extracts tourist demands from the reviews of tourist hotels on online hotel booking platforms and provides suggestions for the improvement and optimization of tourist hotels. After a comprehensive literature review, this paper highlights the issues as well as challenges that have not yet been addressed by text sentiment analysis in the field of consumer demand feedback in tourist hotels. The lack of a sentiment dictionary suitable for the field of tourist hotels resulted in poor relevance between word segmentation results and the field of tourist hotels [26], the ambiguity of texts made it difficult to identify demands [27], and the same demand may have multiple expressions [28]. To address the problems mentioned above, this paper conducts the following research: (1) designing a sentiment word recognition algorithm based on Pointwise Mutual Information (PMI) [29] and Information Entropy (IE) [30] to identify sentiment words in the field of tourist hotels and construct a sentiment dictionary, ensuring that the word segmentation results align with this field; (2) summarizing the types of reviews containing tourist demands and their characteristics to solve the problem of ambiguity of texts; (3) accurately identifying tourist demands and group similar tourist demands into the same categories
to address the problem of multiple expressions for the same demand, providing references for research on text sentiment analysis in this domain [31]. This study proposes the innovatively optimal application of the text sentiment analysis method in tourist hotel services, and the study findings could contribute to revealing the important factors affecting consumer satisfaction in tourist hotels, as well as providing directions for the smart and sustainable optimization improvement of tourist services.

2. Materials and methods

2.1. Description of the study area

Macao, also known as Macau, is a small region along the southern coast of China, covering approximately 29.5 square kilometers [32]. It is located in the Pearl River Delta region, bordered by Zhuhai of Guangdong Province to the west and north and facing the South China Sea to the east and south (Figure 1). In the 16th century, Portuguese merchants primarily settled in Macao, which was a Portuguese colony from 1887 to 1999 [32]. On December 20, 1999, sovereignty over Macao was officially transferred back to China, becoming one of China’s two Special Administrative Regions [32].

![Figure 1. Administrative scope and geographical location of Macao](Note: The map is based on the Chinese drawing review No: GS (2023) 2762).

Due to its economy being mainly driven by gambling, tourism, and speculative investments, the economic capital of Macao has taken on a mysterious form to generate huge profits, attracting millions of visitors, especially mainland Chinese tourists from the border and foreign tourists who come out of curiosity [33]. Among them, gambling and historical tradition are two key engines driving the transformation of the city of Macao and the surge in Gross Domestic Product (GDP) [33,34]. Their unexpected combination has made this city an attractive and renowned tourist destination, especially after the Historic Centre of Macao was listed as a UNESCO...

2.2. Data collection

This study selected hotels and all the tourist reviews of Macao hotels as of April 20, 2024, to construct the dataset. The dataset consists of two dimensions: hotel and reviews. The hotel dimension includes three attributes: hotel order, hotel name, and hotel score. The review dimension includes three attributes: review title, content, and tourist score. The explanations of these attributes are shown in Table 1.

Table 1. The attributes of data and their meanings.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Attributes</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotel</td>
<td>Hotel Order</td>
<td>The unique order of the hotel.</td>
</tr>
<tr>
<td></td>
<td>Hotel Name</td>
<td>The name of the hotel.</td>
</tr>
<tr>
<td></td>
<td>Hotel Score</td>
<td>The average scores given by tourists who have stayed in the hotel, with scores ranging from 0 to 10. The scores include five dimensions: Cleanliness, Location, Value for money, Facilities, and Service.</td>
</tr>
<tr>
<td>Review</td>
<td>Review Title</td>
<td>The title of the tourists’ review of their stay at the hotel (which usually contains brief information).</td>
</tr>
<tr>
<td></td>
<td>Review Content</td>
<td>The content of the tourists’ reviews of their stay at the hotel (which usually contains detailed information).</td>
</tr>
<tr>
<td></td>
<td>Tourist Score</td>
<td>The scores given by the tourists for their stay ranged from 0 to 10, covering five dimensions: Cleanliness, Location, Value for money, Facilities, and Service.</td>
</tr>
</tbody>
</table>

Excluding hotels without English reviews, the dataset contains data from 86 hotels in Macao. The reason for only selecting English-language reviews is twofold: firstly, to ensure uniformity and comparability in text data processing; secondly, English reviews constitute the majority, thus providing a sufficient amount of text to guarantee the accuracy of sentiment word extraction [26]. For the study design of this paper, two datasets need to be constructed. (1) Dataset 1: English reviews for sentiment word identification and sentiment dictionary construction in the tourist hotel domain. (2) Dataset 2: Positive and negative English reviews for mining tourist demands. The following sections introduce these two datasets.

(1) Dataset 1

There are differences in grammar structures between different languages, which could have an impact on mining tourist demands based on text sentiment analysis methods in this study [35]. Therefore, this study chooses to use the most prevalent English reviews for text sentiment analysis. The statistical results of the ratio of English reviews for hotels in Dataset 1 are shown in Figure 2.

Dataset 1 contains 87,975 reviews. Based on Figure 2, it can be seen that the ratio of English reviews in most hotels is above 30%. Therefore, selecting English reviews to extract sentiment words and build a sentiment dictionary maximizes the amount of data available in this study, thus making sentiment word extraction more accurate [36]. Dataset 1 contains 87,975 reviews.
Based on the distribution of scores in the dataset and the general impression people have of scoring, reviews with scores exceeding 9 are defined as positive reviews, reviews with scores between 8 and 9 are defined as average reviews, and reviews with scores below 8 are defined as negative reviews. Since text with strong sentiment polarity, like positive and negative reviews, often contain people’s opinions, viewpoints, and demand information [37], this study chooses positive and negative reviews to construct dataset 2 for exploring tourists’ demands. The statistical results of the ratio of positive and negative reviews in English reviews for each hotel in Dataset 2 are shown in Figure 3.
Figure 3 shows that the number of positive and negative reviews is roughly equal, indicating the rationality of the classification method regarding positive and negative reviews in this paper. In Dataset 2, the numbers of positive and negative reviews are 36,500 and 22,852, respectively.

2.3. Design of the study

English reviews (86 hotels) were selected for this paper. Based on all reviews, sentiment words in the field of tourist hotels were identified, and a sentiment dictionary was constructed. Additionally, based on positive and negative reviews, demand-oriented reviews were identified to explore tourist demands, providing references for the optimization of services in tourist hotels. On the one hand, this paper constructs a sentiment dictionary for the field of tourist hotels, providing references for research on text sentiment analysis in this domain. On the other hand, this paper designs effective methods to extract tourist demands from a large number of tourist reviews, thereby providing suggestions for service improvement in tourist hotels. The specific study design process and methodological rationale are as follows.

2.3.1. Identification of sentiment words and construction of the sentiment dictionary

Since sentiment words need to possess strong domain relevance [26], and currently, there are no sentiment dictionaries specific to the tourist hotel domain, this study constructs a sentiment dictionary based on textual data from the tourist hotel domain. This study identifies sentiment words based on PMI [29] and explores the boundaries of sentiment words based on IE [30], thereby recognizing sentiment words in the tourist hotel domain and constructing a sentiment dictionary to ensure that the segmentation results conform to this domain. Firstly, the principles of PMI and IE are introduced in (1) and (2), respectively, and then the sentiment word identification algorithm is described in (3).

(1) The method for discovering sentiment words based on PMI

The PMI measures the degree of mutual dependence between two words. In natural language processing, it is often used to identify new sentiment words [29]. This study calculates neighboring words’ mutual information value to search for words with high mutual dependence. The probability of neighboring words with high mutual dependence forming a new word is greater. Finally, new words with high relevance to the research field are identified through manual analysis. Define $P_{MI_{ij}}$ as the PMI value between word $i$ and its neighboring word $j$, with the calculation formula as follows.

$$P_{MI_{ij}} = \log \frac{P_{ij}}{P_i \times P_j} \quad j \in NW_i$$

where $P_i$ and $P_j$ represent the occurrence probabilities of words $i$ and $j$ in the text, $P_{ij}$ represents the joint occurrence probability of words $i$ and $j$ in the text, and $NW_i$ represents the set of neighboring words of word $i$. Usually, when $P_{MI_{ij}} > 0$, words $i$ and $j$ may form a new word; the larger the value of $P_{MI_{ij}}$, the higher the likelihood of words $i$ and $j$ forming a new word. In practical usage, the neighboring words on the left and right are usually distinguished, and the pointwise mutual information values are calculated separately to determine the word formation direction.
of new words. Define \( NW^L_i \) and \( NW^R_i \) as the sets of left and right neighboring words for word \( i \) respectively.

It is worth noting that when using PMI to identify sentiment words, it is necessary to impose restrictions on the minimum occurrence probability of words. If the occurrence probability of a word is too low, the word may be a “rare word,” such as the personal name, place name, and specialized term, or a “misleading word,” such as the punctuation marks, misspelled word, and uncommon spelling. Therefore, in practical usage, to improve the efficiency of sentiment word identification, restrictions should be placed on the occurrence probability of words, which is \( P_l \geq p_0 \), where \( p_0 \) is a constant parameter defined as “the minimum occurrence probability of words for sentiment word identification.”

(2) The method for exploring the boundaries of sentiment words based on IE

Entropy originally refers to disorder. In the field of text sentiment analysis, word information entropy refers to the richness of the context in which a word is used, specifically the richness of the word’s collocation with neighboring words [30]. The higher the degree of collocation with neighboring words, the greater the probability that a word is independent. In natural language processing, IE is often used to identify the boundaries of sentiment words. This method calculates the IE value of a word to determine whether the word is independent. Independent words form sentiment words and no longer form new words with neighboring words. The IE of word \( i \) is defined as \( E_i \), with its calculation formula as follows.

\[
E_i = - \sum_{j \in NM_i} (P_{ij}/P_i) \log_2 P_{ij} / P_i
\]

(2)

The larger the value of \( E_i \), the higher the probability that word \( i \) is an independent sentiment word. Let \( E^0 \) be the information entropy threshold for determining whether word \( i \) is an independent sentiment word. In practical usage, the neighboring words on the left and right are usually distinguished, and the left and right entropy are calculated separately. The left and right entropy of word \( i \) are defined as \( E^L_i \) and \( E^R_i \), respectively, with their calculation formulas as follows.

\[
E^L_i = - \sum_{j \in NM^L_i} (P_{ij}/P_i) \log_2 P_{ij} / P_i
\]

(3)

\[
E^R_i = - \sum_{j \in NM^R_i} (P_{ij}/P_i) \log_2 P_{ij} / P_i
\]

(4)

It is worth noting that when determining the boundaries of new words, it is also necessary to impose restrictions on the minimum probability of word occurrence to exclude the influence of “rare words” and “misleading words.” This is because, according to the description of “the minimum word occurrence probability for new word discovery” in (2) when the word occurrence probability is lower than \( p_0 \), it cannot form a new word, consistent with the concept of word independence. Therefore, the minimum probability threshold for determining independent words is also chosen as the threshold \( p_0 \).

(3) Identification of sentiment words and construction of sentiment dictionary based on PMI and IE

This study identifies sentiment words relevant to the research theme in the field
of tourist hotels and constructs a sentiment dictionary based on PMI and EI. The construction process iteratively follows these steps: segmenting the text into words and removing “stop words” which are meaningless words, such as punctuation marks, misspelled words, and uncommon spellings [38]; constructing the left and right neighboring word sets for each word; calculating the probability of each word appearing in the text and the joint occurrence probability of it with its neighboring words; computing the left and right information entropy for each word; determining whether a word is an independent word based on its left and right information entropy, and constructing a set of non-independent words; calculating the PMI value between each word in the non-independent word set and each neighboring word; sorting the PMI values of each word with its neighboring words from high to low, and determining the newly formed words based on the research theme; adding the newly formed words to the sentiment word set. The algorithm iterates until the set of non-independent words is empty, at which point the algorithm terminates. The pseudocode for this algorithm is as follows.

**Algorithm 1. Identification of sentiment words**

**Input:** Text set \( T \)

**Output:** Sentiment word set \( NW \)

**Steps:**

i. **Preprocessing:**
   1) Load the stop word set \( STW \).
   2) Load the minimum occurrence probability threshold \( p_0 \) and minimum EI threshold \( E^0 \) and for determining independent words.
   3) Load the sentiment word set \( NW \) which is initially empty.

ii. **Iterating:**
   1) Segment all texts in set \( T \) and check each segmentation to see if it is in set \( STW \). If it is, discard it; if not, keep it.
   2) Calculate the occurrence probability of each segmentation of step ii.1) in set \( T \), forming vector \( P \).
   3) Retrieve vector \( P \), filter out words with occurrence probabilities higher than threshold \( p_0 \), forming the candidate sentiment words set \( WNW \).
   4) According to the segmentation results of step ii.1), identify the left and right neighboring words of each word in set \( WNW \), and construct the left neighboring word matrix \( WNW_L \) and the right neighboring word matrix \( WNW_R \).
   5) Calculate the joint occurrence probabilities of each word in set \( WNW \) with its left and right neighboring words in set \( T \), forming matrices \( PWL \) and \( PWR \) respectively.
   6) Calculate the left and right information entropy for each word in set \( WNW \).
   7) Determine whether a word is an independent word based on its left and right information entropy. If both the left and right information entropies are not lower than threshold \( E^0 \), it is considered an independent word; otherwise, it is a non-independent word. Non-independent words form set \( NIW \).
   8) Check whether set \( NIW \) is empty or not. If it is, terminate the iteration; if not, continue the iteration.
   9) Perform the following steps for each word in set \( NIW \):
      a. Calculate the PMI value between the word and its neighboring words:
         i. If the left information entropy of the word is lower than threshold \( E^0 \) and the right information entropy is not lower than threshold \( E^0 \), then calculate the PMI value between the word and its left neighboring word.
         ii. If the left information entropy of the word is not lower than threshold \( E^0 \) and the right information entropy is lower than threshold \( E^0 \), then calculate the PMI value between the word and its right neighboring word.
Algorithm 1. (Continued)

c. If both the left and right information entropies of the word are lower than threshold $E_0$, then calculate the PMI value between the word and its left and right neighboring words.

B. Sort the PMI values of each word in descending order and identify sentiment words based on the research theme.

C. Update set $NW$: Add the identified sentiment words to set $NW$.

10) Return to step ii.1).

iii. Return sentiment word set $NW$.

2.3.2. Identification and classification of tourist demands

The ambiguity of texts makes it difficult to identify demands [27]. To address this issue, based on the characteristics of text data in the dataset, this study categorizes the types of reviews containing tourist demands and summarizes their characteristics, as shown in Table 2.

<table>
<thead>
<tr>
<th>Type</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive reviews</td>
<td>Such reviews typically contain objects expressing positive sentiment and words expressing positive sentiment. The typical word combinations include noun + linking verb + adjective, adjective + noun, linking verb + adjective + noun.</td>
</tr>
<tr>
<td>Negative reviews</td>
<td>Such reviews typically contain objects expressing negative sentiment and words expressing negative sentiment. The typical word combinations include noun + linking verb/linking verb in negative form + adjective, adjective + noun, linking verb/linking verb in negative form + adjective + noun.</td>
</tr>
<tr>
<td>Suggestion reviews</td>
<td>Such reviews typically contain modal verbs such as “should,” “could,” “need,” and “suggest,” or words indicating suggestions such as “suggestion,” “advice,” “advise,” and “propose.” In this paper, these types of words are referred to as “suggestion words,” forming the suggestion word list.</td>
</tr>
<tr>
<td>Demand reviews</td>
<td>Such reviews typically contain words expressing needs or demands, such as “want,” “need,” and “demand,” or words indicating a lack of something needed, such as “lack.” In this paper, these types of words are referred to as “demand words,” forming the demand word list.</td>
</tr>
<tr>
<td>Comparison reviews</td>
<td>Such reviews typically contain comparative and superlative vocabulary or words used to introduce comparative sentence structures, such as “compared,” “compare,” and “rather than.” In this paper, these types of words are referred to as “comparison words,” forming the comparison word list.</td>
</tr>
</tbody>
</table>

According to the five types of reviews containing tourist demands and their characteristics, this study designs a method to identify and extract tourist demands for tourist hotels from reviews: (1) Constructing suggestion word list, demand word list, and comparison word list. (2) Segmenting reviews into single sentences, as most demands exist within a single sentence rather than spanning multiple sentences. (3) According to the summary in Table 2 of the five types of reviews containing tourist demands and their characteristics, the form of each sentence is determined. If it matches one of the five forms, extract the demand accordingly. (4) Combining demands with the same meaning but different expressions and grouping similar demands to facilitate understanding. Additionally, to ensure the representativeness of demands, a minimum probability threshold for the occurrence of demands is imposed, assuming the minimum occurrence probability threshold for demand identification is $p_1$. The pseudocode for this algorithm is as follows.
Algorithm 2. Identification and classification of tourist demands

Input: Text set \( T \)
Output: Demand set \( D \)
Steps:
i. Preprocessing:
   1) Load the stop word set \( STW \).
   2) Load the suggestion word set \( SW \), demand word set \( DW \), and comparison word set \( DW \).
   3) Load the minimum occurrence probability threshold \( p_1 \) for demand identification.
   4) Load the demand set \( D \), which is initially empty.
ii. Segmenting all texts in set \( T \) into single sentences, all single sentences form set \( SS \).
iii. Check each sentence in set \( SS \) to identify its type according to Table 2, and identify demands from the single sentence based on its type and characteristics, put the demands into set \( D \).
iv. Calculate the occurrence probability of each demand in set \( D \) in set \( T \).
v. Check the occurrence probability of each demand in set \( D \) in collection \( T \): If it is lower than \( p_1 \), remove it from set \( D \); otherwise, keep it.
vi. Return the demand set \( D \).

3. Results and discussion

3.1. Identification of sentiment words and construction of sentiment dictionaries

Due to the different language conventions between review titles and review content, where review titles tend to be more concise and formal while review content is more specific and informal, this study applies the Identification Algorithm of Sentiment Words (Algorithm 1) separately to the data of review titles and contents to identify sentiment words and construct a sentiment dictionary. Section 3.1.1. details the parameter values of Algorithm 1 and the necessary preparations before its application, while Sections 3.1.2. and 3.1.3. present the results of sentiment word identification for review titles and contents.

3.1.1. Parameter assignment and preparation for Algorithm 1 application

The results of parameter assignment for Algorithm 1 are shown in Table 3.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Meanings</th>
<th>Assigned values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_0 )</td>
<td>the minimum occurrence probability threshold for determining independent words</td>
<td>0.003</td>
</tr>
<tr>
<td>( E^0 )</td>
<td>the minimum EI threshold for determining independent words</td>
<td>1.5850</td>
</tr>
</tbody>
</table>

The tokenizer used in this paper is NLTK, which is usually used in English natural language processing [39]. Before applying Algorithm 1, it is necessary to construct a stop word list to remove “stop words” from the segmentation results, which are meaningless words such as punctuation marks, misspelled words, and uncommon spellings [38]. This study utilizes mainstream stop word lists, including CN stop words [38], HIT stop words [40], Baidu stop words [41], MIL-SCU stop words [42], and NLTK stop words [39]. Words of other languages and symbols are removed, duplicates are eliminated, and the lists are integrated. Additionally, through regular
expression matching, this study identifies segmented words containing sentiments and meaningless punctuation marks and replaces segmented words containing easily recognizable emoticons such as “$” (money), “❤” (love), “🤢” (sad), etc., with their meanings; adds segmented words containing emoticons that are difficult to interpret, such as “:j), “:D,” “👩🏻,” etc., and meaningless punctuation marks to the stop word list. A total of 136 emoticons were identified and processed in this study, with 1,287 and 6,211 stop words identified for review titles and contents, respectively.

For the convenience of applying Algorithm 1, this study uniformly processes words into lowercase and transforms their forms according to the specific conversion methods shown in Table 4.

Table 4. Converted methods for words.

<table>
<thead>
<tr>
<th>Original type</th>
<th>The type can be converted to</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words containing uppercase letters</td>
<td>Words entirely in lowercase letters</td>
<td>“Family” to “family”</td>
</tr>
<tr>
<td>Plural nouns</td>
<td>Singular formal</td>
<td>“families” to “family”</td>
</tr>
<tr>
<td>Third person singular of the verb</td>
<td>Verbs in infinitive form</td>
<td>“walks” to “walk”</td>
</tr>
<tr>
<td>Verbs in the present participle form</td>
<td>Verbs in infinitive form</td>
<td>“walking” to “walk”</td>
</tr>
<tr>
<td>Verbs in the past tense form</td>
<td>Verbs in infinitive form</td>
<td>“walked” to “walk”</td>
</tr>
<tr>
<td>Adjectives/Adverbs in comparative form</td>
<td>Adjectives/Adverbs in infinitive form</td>
<td>“friendlier” to “friendly”</td>
</tr>
<tr>
<td>Adjectives/Adverbs in superlative form</td>
<td>Adjectives/Adverbs in infinitive form</td>
<td>“best” to “good”</td>
</tr>
</tbody>
</table>

3.1.2. Identification of sentiment words for review titles

Applying Algorithm 1 to the review titles in Dataset 1 to identify sentiment words validates the algorithm’s effectiveness in identifying sentiment words. The segmentation results before and after applying Algorithm 1 are compared. The top 60 segmented words by frequency are selected to generate a word cloud, visually presenting the segmentation results. In the word cloud, the font size represents the frequency of the words. The results are shown in Figure 4.

Figure 4. Comparison of segmentation results of review titles before and after identifying sentiment words using Algorithm 1 [Noted: (a) Before using Algorithm 1; (b) After using Algorithm 1].
The total number of sentiment words for review titles is 1,920. As shown in Figure 4b, the top 15 sentiment words extracted from the review titles are: “good location,” “great location,” “very good,” “nice hotel,” “value for money,” “great hotel,” “good hotel,” “good service,” “great stay,” “friendly staff,” “lovely hotel,” “big room,” “clean room,” “best hotel,” and “great service.” From the results of sentiment word identification, it could be seen that tourists value the location, value for money, spaciousness, and cleanliness of the room, attitude of staff, and service quality of the tourist hotel.

The comparison between Figure 4a and 4b reveals that after applying Algorithm 1, the segmentation results of review titles changed from single, ambiguous words to clear and meaningful word phrases. These contrast results demonstrate the effectiveness of Algorithm 1 in identifying sentiment words from review titles.

3.1.3. Identification of sentiment words for review contents

Applying Algorithm 1 to the review contents in Dataset 1, sentiment words are identified. The same validation and visualization methods as described in Section 3.1.2 are adopted, and the results are shown in Figure 5.

The total number of sentiment words for review contents is 16,826. As shown in Figure 5b, the top 15 sentiment words extracted from the review contents are: “walk distance,” “good location,” “senado square” (a famous tourist attraction in Macau), “shuttle bus,” “ferry terminal,” “bus stop,” “highly recommend,” “friendly staff,” “great location,” “hotel staff,” “free shuttle bus,” “swim pool,” “hotel room,” “nice hotel,” and “good service.” From the results of sentiment word identification, it could be seen that tourists value the location, transportation convenience, distance between the hotel and tourist attractions, hotel facilities, room quality, attitude of staff, and service quality of the tourist hotel.

The comparison between Figure 5a and 5b reveals that after applying Algorithm 1, the segmentation results of review contents changed from single, ambiguous words to clear and meaningful word phrases. These contrast results demonstrate the
effectiveness of Algorithm 1 in identifying sentiment words from review contents.

3.2. Identification and classification of tourist demands

The minimum occurrence probability threshold for determining independent words $p_0$ is set to 0.0002. Algorithm 2 is applied to Dataset 2, and similar demands are grouped. The results of demand identification and classification are shown in Table 5.

**Table 5. Identification and classification of tourist demands.**

<table>
<thead>
<tr>
<th>Type</th>
<th>Demands contained (For Example)</th>
<th>Number of demands</th>
<th>Frequency of demands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facility</td>
<td>“free wifi,” “large bed,” “hot water”</td>
<td>68</td>
<td>14,191</td>
</tr>
<tr>
<td>Face of the Room and Hotel</td>
<td>“clean room,” “big room,” “spacious and clean”</td>
<td>65</td>
<td>9,429</td>
</tr>
<tr>
<td>Transport</td>
<td>“10-minute walk,” “shuttle bus provided,” “shuttle service”</td>
<td>64</td>
<td>25,386</td>
</tr>
<tr>
<td>Staff</td>
<td>“speak English,” “nice and helpful,” “hotel staff be friendly”</td>
<td>51</td>
<td>12,592</td>
</tr>
<tr>
<td>Food and Restaurant</td>
<td>“free breakfast,” “free breakfast,” “free breakfast included”</td>
<td>29</td>
<td>5,622</td>
</tr>
<tr>
<td>Location</td>
<td>“city center,” “convenient location,” “good location”</td>
<td>25</td>
<td>9,744</td>
</tr>
<tr>
<td>Price</td>
<td>“worth to stay,” “reasonable price,” “worth money”</td>
<td>21</td>
<td>2,195</td>
</tr>
<tr>
<td>Nearby Tourist Attractions</td>
<td>“tourist destination,” “tourist attraction,” “Senado Square” (a well-known tourist attraction in Macao)</td>
<td>18</td>
<td>7,458</td>
</tr>
<tr>
<td>Room Type</td>
<td>“upgrade room,” “family room,” “twin room”</td>
<td>18</td>
<td>2,409</td>
</tr>
<tr>
<td>Smell and Smoking</td>
<td>“cigarette smell,” “smoking smell,” “bad smell”</td>
<td>12</td>
<td>2,338</td>
</tr>
<tr>
<td>View</td>
<td>“sea view,” “city view,” “nice view”</td>
<td>8</td>
<td>3,022</td>
</tr>
<tr>
<td>Save Time</td>
<td>“long queue,” “wait for an hour,” “fast check”</td>
<td>7</td>
<td>710</td>
</tr>
<tr>
<td>Easy to find</td>
<td>“easy to find,” “easily accessible,” “difficult to find”</td>
<td>5</td>
<td>210</td>
</tr>
<tr>
<td>Nearby Shops</td>
<td>“convenient to store,” “shop center,” “shop hotel”</td>
<td>5</td>
<td>770</td>
</tr>
<tr>
<td>All types</td>
<td>/</td>
<td>396</td>
<td>96,106</td>
</tr>
</tbody>
</table>

From Table 5, it could be seen that a total of 396 tourist demands were identified, with a total frequency of 96,106. These demands were ultimately divided into 14 categories, namely: “Facility,” “Face of the Room and Hotel,” “Transport,” “Staff,” “Food and Restaurant,” “Location,” “Price,” “Nearby Tourist Attractions,” “Room Type,” “Smell and Smoking,” “View,” “Save Time,” “Easy to find,” “Nearby Shops.” Among them, “Facility,” “Face of the Room and Hotel,” “Transport,” “Staff,” and “Food and Restaurant” are the top five demands most valued by tourists. Based on the analysis and existing research results, the impact of these five types of demands on tourist satisfaction could be analyzed, and corresponding recommendations could be proposed for tourist hotels.

“Facility”: High-frequency demands in this category include “hot water,” “free Wi-Fi,” and “large and comfortable bed.” After a day of sightseeing, tourists are often tired and have a high demand for facilities that help them relax. If tourist hotels could provide facilities that correspond to the needs of tourists, it could help them relax and relieve fatigue, thus allowing them to enjoy their trip better [43].

“Face of the Room and Hotel”: The high-frequency demands in this category include “spacious and clean,” “clean and tidy,” and “comfortable and clean.” With
excitement and happiness, tourists head to an unfamiliar tourist destination. If the tourist hotel could provide a clean and tidy room, it could make the tourists happier, thus enhancing their travel experience [44].

“Transport”: The high-frequency demands in this category include “provide the shuttle bus,” “bus service,” and “ferry terminal hotel.” Convenient and inexpensive transportation saves customers’ travel time, effectively reduces customer anxiety, and increases travel flexibility. If the tourist hotel could provide convenient transportation services for customers, it could greatly enhance the travel experience of tourists [45].

“Staff”: The high-frequency demands in this category include “helpful and polite,” “helpful and friendly,” and “can speak English.” These demands mainly focus on the attitude and skills of the staff. If the staff of the tourist hotel could provide professional and friendly service, it could greatly enhance the tourists’ positive perception of the hotel and improve their travel experience [46].

“Food and Restaurant”: The high-frequency demands in this category include “provide free breakfast,” “nearby Chinese restaurant,” and “nice food.” Food is also an important part of travel, as many tourists visit a new place for its cuisine [47]; additionally, free breakfast could save tourists a lot of time during their travels. If the hotel could provide breakfast and delicious food for tourists as much as possible, it could greatly enhance their travel experience [47].

4. Conclusion

In recent years, with the gradual improvement of people’s living standards around the globe, tourists’ demands and standards for tourist hotel construction have been rising accordingly. Furthermore, understanding tourists’ demand reviews and extracting core viewpoints from consumer reviews are crucial for optimizing hotel services and enhancing tourist satisfaction. For the service quality improvement of tourist hotels, this paper takes Macao, a famous tourist destination in China, as an example, based on tourist reviews of tourist hotels on the Agoda platform, to explore the demands of tourists in tourist hotels from the perspective of text sentiment analysis.

The present study designs Algorithm 1 based on PMI and IE to identify sentiment words in the field of tourist hotels and constructs a sentiment dictionary. The comparison (Figures 4 and 5) of segmentation results of reviews before and after identifying sentiment words using Algorithm 1 demonstrates the effectiveness of Algorithm 1 in identifying sentiment words from review contents. This aims to address the problem of poor relevance between word segmentation results and the field of tourist hotels due to the lack of a related sentiment dictionary. Afterward, this study designs Algorithm 2 based on the summarization of the five types of reviews containing tourist demands and their characteristics to solve the problem of ambiguity of texts and accurately identify tourist demands and group similar tourist demands into the same categories to address the problem of multiple expressions for the same demand. Finally, demands are categorized into 14 categories. This study selected the five demand types, “Facility,” “Face of the Room and Hotel,” “Transport,” “Staff,” and “Food and Restaurant,” with the highest frequencies to analyze their importance for tourist satisfaction and according to the demands to provide suggestions for tourist hotels to improve their service.
In summary, this paper identifies sentiment words in the field of tourist hotels. It constructs a sentiment dictionary, providing a reference for research on sentiment analysis of text in the field of tourist hotels. Besides, it accurately identifies and groups tourist demands to provide directions for the sustainable optimization improvement of tourist services. For future research by other scholars in this field, this study suggests that more related platforms’ text data could be collected to build a more systematic and comprehensive sentiment dictionary. More expressions of demand could be explored from consumers’ comments to satisfy the service providers, improve their service level, and build a sustainable business service environment together.
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