
 

 

Classification of renal tumor histology subtypes based on radiomics 

features of CT images 
Yang Yi1,2, Qian Xusheng2, Zhou Zhiyong2, Shen Junkang3, Zhu Jianbing4,5*, Dai Yakang2 

1 University of Science and Technology of China, Hefei230027; 
2 Suzhou Institute of Biomedical Engineering and Technology, Chinese Academy of Sciences, Suzhou 

215163; 
3 Second Affiliated Hospital of Suzhou University, Suzhou 215163; 

4 Suzhou Hospital Affiliated to Nanjing Medical University, Suzhou 215163; 
5 Suzhou Science & Technology Town Hospital, Suzhou 215163 Corresponding authors:DAI 

Yakang(E⁃mail:daiyk@sibet.ac.cn) ; 
ZHU Jianbin(E⁃mail:zeno1839@.126.com) 

 
Abstract:  
Objective Accurate preoperative differential diagnosis of fat⁃poor angiomyolipoma (fp⁃AML) and 

clear cell renal cell carcinoma (ccrcc) is essential for proper treatment planning. In order to increase the 
accuracy of discrimination of fp⁃AML from ccrcc, we develop a classification model based on radiomics 
technology. Methods The study retrospectively collected CT images of 18 cases with fp⁃AML and 42 
cases with ccrcc from department of radiology, the Second Affiliated Hospital of Suzhou University. 
Firstly, 430 radiomics features were extracted from CT images. Then, the feature selection was carried 
by three steps: Pearson’s correlation matrices were calculated to remove redundant features, Welch’s 
t⁃test was utilized to determine the statistically significant features, and sequential forward floating 
selection method was used to select the discriminative features. Finally, k⁃nearest neighborhood, random 
forest, support vector machine and adaboost classifiers were built for classification. Results The model 
built by SVM classifier achieved the best classification performance, with accuracy, sensitivity, 
specificity, positive predictive value, negative predictive value, and area under the receiver operating 
characteristic curves of 91.67%, 88.89%, 92.86%, 84.21%, 95.12%, and 0.9418. Conclusions The 
proposed model can increase the classification accuracy of discrimination of fp⁃AML from ccrcc, and 
has great potential in helping radiologists to discriminate fp⁃AML from ccrcc. 
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0 Introduction 

According to statistics, more than 90% of 
renal cell carcinomas are renal cell carcinoma 
(RCC), of which clear cell renal cell carcinoma 
(ccrcc) accounts for about 70% of RCC. It is the 
most common and fatal subtype of RCC. The 
treatment scheme is mainly surgical resection [1-

2]. Angiomyolipoma (AML) is the most common 
benign renal tumor, which is mainly diagnosed 
by regional fat in CT images. However, fat ⁃ 
poor angiomyolipoma (FP ⁃ AML) does not 
contain or only a small amount of scattered 
adipose tissue, and its imaging findings are very 
similar to ccrcc, so it is very easy to be 
misdiagnosed [3]. Most amls only need follow-
up. However, the statistical results show that up 
to 65% of patients receiving surgical treatment 
are finally diagnosed as FP ⁃ AML by pathology 
[4]. Therefore, it is of great clinical significance 
to accurately identify FP ⁃ AML and ccrcc before 
operation. 

At present, the classification research of FP 
⁃ AML and ccrcc mainly combines texture 
analysis technology with machine learning to 
build classification models [5-8]. For example, 
Feng et al. [7] extracted 14 texture features from 
CT images of each patient, used Mann ⁃ Whitney 
U test and support vector machine recursive 
feature elimination (SVM ⁃ RFE) to select 
features, and established a support vector 
machine (SVM) classifier for classification. 
After extracting 64 texture features, Lee et al. [8] 
combined three feature selection algorithms and 
four classifiers to explore the combination that 

can obtain the best classification performance. It 
can be seen that the number of features extracted 
by texture analysis technology is extremely 
limited. However, there is a risk of losing useful 
tumor information by extracting only a small 
number of features, which is difficult to describe 
the characteristics of tumors comprehensively. 
Therefore, more effective methods are needed to 
promote the classification research of FP ⁃ AML 
and ccrcc. Imageomics technology is a new 
method in the field of medical image analysis. 
Its essence is to extract quantitative features 
from medical images to describe the 
characteristics of tumors in order to improve the 
accuracy of diagnosis [9]. Previous studies have 
confirmed that the imaging omics model 
constructed by the combination of imaging 
omics technology and machine learning can 
greatly improve the accuracy of non-invasive 
diagnosis and has guiding significance for 
clinical decision-making [10-13]. However, it has 
not been applied to the classification of FP ⁃ 
AML and ccrcc. 

In addition, the initial feature set extracted 
from the image often has many irrelevant 
features, weak correlation features and 
redundant features, which brings unnecessary 
computational overhead and affects the 
performance of the classifier [14]. However, most 
of the existing classification studies of FP ⁃ AML 
and ccrcc only use one feature selection 
algorithm for feature selection, which can not 
effectively complete feature selection [5-6, 8]. 
Feng et al. [7] carried out feature selection in two 
steps, and proved through experiments that 



 

 

further feature selection can improve the 
accuracy of classification. 

Therefore, in order to improve the 
classification accuracy of FP ⁃ AML and ccrcc, 
this paper will use the image omics technology 
to extract the features of CT images with high 
throughput, then select the features in three steps, 
and finally use four classifiers to build a model 
for classification. 

1 Research object 

The experimental data set in this paper is 
the CT images of 18 patients with FP ⁃ AML and 
42 patients with ccrcc provided by the Second 
Affiliated Hospital of Suzhou University. The 
diagnostic results of all patients were based on 
biopsy pathological data, and the interval 
between CT image acquisition time and 
pathological diagnosis time was not more than 4 
weeks. The imaging equipment used is Ge multi 
row spiral CT in the United States. The scanning 
parameters are: tube voltage 120 kv, automatic 
milliampere technology, section thickness 5 mm, 
reconstruction slice thickness 1 mm. All the 
included cases are single, and the basic 
information of the patients is shown in Table 1. 

 
Table 1 Summary of patient characteristics 

Clinical features Fp⁃AML(n=18) Ccrcc(n=42) 
Number of cases 

(male/female) 
7/11 26/16 

Age/year 47.6±141 57.6±135 
Tumor 

diameter/cm 
1.49~930 1.50~925 

Before feature extraction, a radiologist with 
25 years of clinical experience outlined the 
region of interest (ROI). After selecting the 
largest section of the tumor, the doctor uses a 
rectangular box to extract ROI according to the 
size of the tumor according to the following 
rules: a. Extract ROI in the tumor area; b. Select 
the most obvious and uniform area; c. Avoid 

areas of necrosis, cyst, hemorrhage and 
calcification. In order to reduce the 
computational complexity of the algorithm, the 
maximum size of the rectangular box is set to 23 
× 23 pixels. An example of ROI is shown in 
Figure 1. 

 

Figure 1 Examples of ROI 

2 Research methods 

2.1 Extraction of image omics features 

In this paper, we use image omics to extract 
430 features from each ROI, including 18 gray 
features, 68 texture features and 344 wavelet 
features. The calculation method of all features 
is consistent with the definition of features in the 
imaging biomarker Standardization Initiative 
(IBSI). For detailed feature list and calculation 
formula, please refer to ibsi[15]. 

The gray-scale features can describe the 
gray-scale value distribution of the image 
without considering the spatial relationship [16]. 
The 18 gray-scale features extracted in this 
paper include energy, entropy, skewness and 
kurtosis [15]. 

Texture features provide objective and 
quantitative evaluation of tumor heterogeneity 
by analyzing the distribution and relationship of 
pixel gray values in the image [16]. In this paper, 
22 gray level co-occurrence matrix features, 16 
gray level run length matrix features, 16 gray 
level region size matrix features and 14 gray 



 

 

level dependency matrix features are extracted 
[15]. 

The first-order discrete wavelet transform 
(DWT) can decompose the original ROI image 
into four sub images: ll, LH, HL and HH, as 
shown in Figure 2. The above gray and texture 
features are extracted from each sub image, and 
a total of 344 wavelet features are obtained. In 
this paper, DB4 wavelet is used for wavelet 
transform, because it has good performance in 
medical image classification [17]. 

 

Tumour 
High pass filter 
Low pass filter  

Figure 2 Illustration of the discrete wavelet 
transformation 

2.2 Feature selection 

Before feature selection, first preprocess 
the features and normalize them to [0,1] to avoid 
the features in the large value range over 
dominating the features in the small value range 
[11]. Then, feature selection is carried out in three 
steps. The specific process is as follows. 

(1) The Pearson's correlation matrices 
(PCM) [18] are used to eliminate redundant 
features. In this paper, the threshold of the 
average absolute correlation coefficient is set to 
0.6. 

(2) Welch's t test [19] was used to determine 
the characteristics with statistically significant 

difference. In this paper, the threshold of P value 
was set to 0.05. 

(3) The sequential forward floating 
selection (SFFS) algorithm [20] is used to select 
feature subsets with good identification ability, 
which can reduce the possibility of falling into 
local optimization and improve the accuracy of 
classification [21]. 

In this paper, the feature evaluation index 
in SFFS algorithm is set as the classification 
accuracy obtained by linear discriminant 
analysis [22], and the number of features selected 
by the algorithm is set as 10, 20, 30, 40, 50 and 
60 to determine the most appropriate number of 
features. 

2.3 Establish classification model 

This paper uses K ⁃ nearest neighbor 
(KNN), random forest (RF), support vector 
machine (SVM) and adaboost classifiers to 
classify FP ⁃ AML and ccrcc. The kernel 
function of SVM classifier is radial basis 
function, and the basis classifier of adaboost 
classifier is decision tree. 

The left one method cross validation is 
used to evaluate the performance of the classifier. 
Because it is suitable for data detection of small 
samples, it can provide an almost unbiased 
estimate of the generalization ability of the 
classifier [23]. The calculated performance 
evaluation indicators include accuracy (ACC), 
sensitivity (SEN), specificity (SPE), positive 
predictive value (PPV), negative predictive 
value (NPV) and area under the receiver 
operating characteristic curves (AUC). 

3 Results and analysis 

All the experiments in this paper are 
programmed in Spyder 328 development 
environment. Due to the use of "leave one 
method" cross validation, feature selection is 
carried out for each compromised training set 



 

 

data. Therefore, this experiment will carry out 
60 feature selection. After PCM selection, 
297~333 features are retained; then the Welch's 
t test was used to select features, and 80~96 
features were retained; Finally, SFFS algorithm 
is used to select 6 feature subsets with sizes of 
10, 20, 30, 40, 50 and 60 from the remaining 
features of each fold. RF, KNN, SVM and 
adaboost classifiers are constructed using the 
selected feature subsets for classification. 

Because there is a large difference in the 
number of samples between the two types in the 
experimental data set used in this paper (18 
patients with FP ⁃ AML and 42 patients with 
ccrcc), which will affect the performance of the 
classifier, smote algorithm is used for data 
balancing. In each fold cross validation, smote 
algorithm is used for the training set samples, so 
that the ratio of the two types of training samples 
is 1:1, and then the classifier is trained. The 
accuracy obtained by each classifier is shown in 
Figure 3. 

 

Accuracy 
Number of selected features 

Figure 3 Accuracy of four classifiers based on 
different numbers of selected features 

As can be seen from Figure 3, based on six 
feature subsets of different sizes, SVM 
classifiers have obtained the highest accuracy. 
RF, KNN, SVM and adaboost classifiers have 
the highest accuracy when using feature subsets 
with sizes of 30, 30, 40 and 30 respectively. The 

classification performance at this time is shown 
in Table 2, and the ROC curve is shown in 
Figure 4. The experimental results show that 
among RF, KNN, SVM and adaboost classifiers, 
the model constructed by SVM classifier 
achieves the best classification performance. 
Table 2 Best performance comparison of four 
classifiers 

Table 2 Comparison of the best performance of four 
classifiers 

Project RF kNN SVM AdaBoost 
ACC/% 86.67 88.33 91.67 88.33 
SEN/% 83.33 88.89 88.89 83.33 
SPE/% 88.10 88.10 92.86 90.48 
PPV/% 75.00 76.19 84.21 78.95 
NPV/% 92.50 94.87 95.12 92.68 
AUC 0.8776 0.9226 0.9418 0.8677 

The best classification performance 
obtained in this paper is compared with the 
results of existing studies, as shown in Table 3. 
The initial feature set and the selected feature set 
are the size of the initial feature set extracted 
from each ROI and the size of the feature subset 
selected in the feature selection link, 
respectively. It can be seen that the number of 
features extracted in this paper is much larger 
than the other two methods, which realizes a 
more comprehensive description of tumor 
features. Although Feng et al. [7] obtained the 
best classification performance, their 
experiments first 

 



 

 

Sensitivity 
Specificity 

Figure 4 ROC curves of four classifiers 

After feature selection of all samples, cross 
validation is used to evaluate the classification 
performance, which will make the evaluation 
result too optimistic.

 
Table 3 Comparison of the performance of this study and previous studies 

Performance comparison  Lee et al. [8] Feng et al. [7] This paper 
FP ⁃ number of AML cases 25 17 18 

Number of ccrcc cases 25 41 42 
Initial feature set 64 14 430 
Select feature set 20 10 30 

Feature selection algorithm Relieff Mann ⁃ Whitney U test + SVM ⁃ RFE 
PCM + Welch’s t-

test + SFFS 
Classifier type Knn SVM SVM 

Accuracy 72 3% 93 9% 91 67% 
Sensitivity 73 0% 87 8% 88 89% 
Specificity 71 7% 100% 92 86% 

PPV 72 3% — 84 21% 
NPV 72 8% — 95 12% 
AUC 0 782 0 955 0 9418 

 
The experiment of Lee et al. [8] is the same 

as the experiment method in this paper. In each 
fold cross validation, only after the feature 
selection of the training set, the training 
classifier tests the test set, which solves the 
problems existing in Feng et al. Compared with 
the classification results of Lee et al., the model 
constructed in this paper significantly improves 
the classification accuracy of FP ⁃ AML and 
ccrcc. 

4 Discussion and conclusion 

Compared with most classification studies 
of FP ⁃ AML and ccrcc, which use texture 
analysis technology to extract fewer texture 
features for analysis [5-8], this paper uses image 
omics technology to extract quantitative features 
of CT images in a high-throughput manner, 
realizing a more comprehensive description of 
tumor characteristics. Unlike most existing 
studies that use a single algorithm for feature 

selection [5-6, 8], this paper uses a combination of 
two filter feature selection algorithms and a 
wrapper feature selection algorithm to achieve 
effective feature selection. In addition, this 
paper also uses four widely used classifiers to 
build the model and compares their performance 
to determine the classifier that can obtain the 
best performance. 

Image omics technology has attracted 
much attention in medical image analysis. In this 
paper, image omics technology is used to extract 
a total of 430 gray, texture and wavelet features 
from each CT image region of interest, and then 
PCM, Welch's t test and SFFS algorithm are 
used for effective feature selection in three steps. 
Finally, a model is built based on RF, KNN, 
SVM and adaboost classifiers for classification. 
The best classification performance is obtained 
by SVM classifier. The accuracy, sensitivity, 
specificity, PPV, NPV and AUC are 91.67%, 
88.89%, 92.86%, 84.21%, 95.12% and 0.9418 



 

 

respectively. The experimental results show that 
the method used in this study can improve the 
classification accuracy of FP ⁃ AML and ccrcc, 
and assist doctors to make decisions. 

In the next study, we will collect more data 
to further verify the conclusions of this paper, 
and try to extend the proposed model to the 
classification of other kidney diseases. 
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