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Abstract: In this paper, we propose a framework for hand tracking in human-computer 

interaction applications. Leap Motion is used today as a popular interface in virtual reality and 

computer games. In this study, we evaluated the merits and drawbacks of this device. The 

limitations of this device restrict the user’s free movement. The purpose of this study is to find 

an optimal solution for using Leap Motion. We propose a framework to estimate the pose of 

the hand in a bigger space around Leap Motion. Our framework uses an integration of Leap 

Motion with a camera that are placed in two different places to capture the information of the 

hand from various views. The experiments are designed based on the common tasks in the 

human-computer interaction applications. The finding of this study demonstrates that the 

proposed framework increases the precise interaction space.  

Keywords: Leap Motion; hand tracking; human-computer interaction; 3D hand pose dataset; 

deep learning 

1. Introduction 

Advances in computer vision and machine learning have increased the use of 
hand gestures as a new form of interface in different fields. Converting hand gestures 
from sign language to other content, such as text or speech, provides more media for 
the deaf community. Deaf people use their hands to communicate with others. These 
hand gestures are called sign language and are learned by deaf individuals. The 
majority of hearing people are unfamiliar with sign language, so deaf people are 
isolated from society. In order to address this problem, researchers are developing 
hand gesture and sign language recognition systems to translate gestures from video 
to text or speech. So, these systems help deaf communities to access various media 
[1,2]. Hand gestures can play an important role in providing more engaging and 
enjoyable experiences for users of computer games. In computer-aided design 
applications, users can interact with objects and computer models using their hands 
more intuitively and naturally [3–5]. Human-robot interaction is another important 
field where humans can control a remote robot by hand gestures [6,7]. 

Hand-based interfaces can be classified coarsely into two groups, including 
wearable sensor-based methods and vision-based methods [1,8]. Vision-based systems 
include RGB or Infra-Red (IR) depth cameras with markerless or marker-based 
methods [3,5]. IR sensors can provide spatial information, but they are sensitive to 
light and noise. The main issue in the RGB cameras is the spatial information, and the 
occlusion is the problem of both types of cameras. 

Leap Motion was released in 2016 for hand tracking and today is exploited 
extensively in various technologies involving virtual reality [9]. The popularity of 
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Leap Motion raises concerns about the accuracy of its measurements. In this paper, 
we exploit Leap Motion and a camera to estimate the 3D hand pose for human-
computer interaction applications. Our study begins with an analysis of the limitations 
of Leap Motion. The results of the conducted experiments show that Leap Motion can 
work effectively only in a limited space, while human-computer interaction tasks 
require a larger space for users to move their hands around freely. This paper is an 
effort to increase the space of interfacing. For this purpose, we propose to use an 
integration of an RGB camera with Leap Motion. We use a deep learning-based 
architecture that estimates the 3D hand pose from a single RGB image captured from 
the camera. For training the proposed system, we created a large and challenging 
dataset that contains more than 50,000 real RGB images. In order to collect the dataset, 
a camera was placed next to Leap Motion, and a user performed different hand 
gestures near Leap Motion. The 3D coordinates of the hand’s joints are provided by 
Leap Motion. The captured images from the camera are used as the input for the deep 
learning architecture, and the corresponding Leap Motion information is used as the 
ground truth. The samples in which the hand positions are computed wrongly by Leap 
Motion are removed from the dataset. We designed an experiment to show that the 
RGB image-based method is not able to distinguish the precise direction of the hand 
in some cases. Leap Motion can detect the overall direction of the hand precisely 
because of embedded infrared LEDs. Therefore, in human-computer interaction 
applications, we can use Leap Motion to detect the hand location, 3D coordinates of 
the hand’s joints, and direction of the hand in 3D space, and the proposed deep 
learning-based architecture is used to estimate the hand pose in cases where the hand 
is occluded relative to Leap Motion. 

Our main contributions are summarized as follows: 

 We studied the limitations of Leap Motion related to the zone of the interaction. 

 We evaluated the measurements of Leap Motion without comparing them with a 
reference device. 

 We combine Leap Motion with a camera to increase the accurate zone of 
interfacing in human-computer interaction applications. 

 We used a new and indirect way to annotate the 3D coordinates of the joints on 
the RGB hand image. 
The paper consists of six sections. Section 2 reviews the related research works. 

Section 3 describes the proposed system. Experimental results are reported in section 
4. Section 5 discusses the paper. Finally, the conclusion is presented in section 6.  

2. Related work 

In this section, we review studies that evaluated the accuracy of Leap Motion. 
We also mention existing datasets for hand pose estimation. 

2.1. Leap Motion measurements 

Razo et al. [10] compared the measurements of Leap Motion with a coordinated 
measuring machine (CMM) as the reference device. They created a cylinder that 
simulated the finger. The cylinder was moved across a set of marked points, and then 
its coordinates were measured by Leap motion and CMM. Their findings 
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demonstrated that the mean error of Leap Motion is 9.6 millimeters. Oropesa et al. 
[11] placed a laparoscope at marked positions inside a box and measured its 
coordinates by Leap Motion. In their study, four experiments were conducted to test 
the dynamic, static, long, and short-term precision of Leap Motion. The obtained 
results showed that the static precision of Leap Motion, both in the long term and short 
term, is less than 2.5 mm, and the dynamic precision ranges between 2 and 15 mm. 
Quesada et al. [12] evaluated the precision of Leap Motion through recognizing the 
sign language gestures. In their experiment, the participants performed sign language 
alphabets in two different places relative to Leap Motion. They evaluated the number 
of attempts that users performed until the device recognized the gesture correctly. The 
results were compared with those obtained by Intel RealSense as another device for 
hand tracking. In their study, the Support Vector Machine (SVM) was used to classify 
the signs, but it is not clear which features were extracted from the input. 
Mahdikhanlou et al. [1] combined the information of Leap Motion with a set of hand-
crafted features extracted from RGB images for recognizing gestures in sign language. 
Ponraj et al. [13] fused Leap Motion and flex sensors to compensate for the errors of 
Leap Motion. They measured the coordinates of the fingertips at the thumb, middle, 
and index fingers. In their study, the participants performed four gestures. At first, the 
fingertips faced directly toward Leap Motion and gradually turned away from it until 
they were entirely occluded by the side of the hand. Guna et al. [14] selected 37 
reference locations above and around Leap Motion sensory space for performing a 
static measurement. For static evaluation, a plastic arm model simulating a human 
hand was used, and for dynamic measurement, they moved a V-shaped tool above 
Leap Motion and measured the distance between two points of the detected tool. 
According to their results, in the static experiments, the standard deviation was less 
than 0.5 mm, but there was a significant increase in the standard deviation when 
moving away from Leap Motion. In their dynamic scenario, a significant drop in 
accuracy was reported for samples taken from more than 250 mm above Leap Motion 
space. Mahdikhanlou et al. [3] studied the occlusion issue arising from approaching 
two hands where Leap Motion fails to detect one or both hands. Ameur et al. [15] 
mentioned the effect of orientation on the performance of Leap Motion in non-desk 
situations. They studied temporal information existing in the sequential hand gesture 
in time series. Jiang et al. [16] investigated the occlusion problem of Leap Motion in 
a virtual grasp application. They combined signals acquired from force myography 
(FMG), a muscular activity-based hand gesture recognition device, with data from 
Leap Motion. In their experiments, participants performed the act of grasping virtual 
objects with virtual reality goggles on their heads, an FMG band on their wrist, and a 
Leap Motion positioned either on the desk or on the goggles. Their gestures involve 
six grasping interactions with small virtual objects, including pinching a ball using 
different numbers of fingers (G1–G3), lateral key-pinching a thin disk (G4), and hand-
wrapping a slender cylinder (G5 and G6). Wang et al. [17] used multiple Leap Motions 
to enlarge the interaction space. They used five Leap Motions, and both hands were 
involved in their studies. In their setting, the front Leap Motion was set to be the 
reference camera. In their experiments, users were asked to move their hands very 
slowly (less than 10 millimeters per second). Then, the difference between 
measurements conducted by the central Leap Motion and the lateral Leap Motions in 



Metaverse 2024, 5(2), 3020.  

4 

the overlapping tracking area was reported. They simplified the hand-tracking problem 
to a palm-joint tracking problem. All samples in their experiments were captured from 
an egocentric view.  

2.2. Datasets for 3D hand pose estimation 

Existing datasets in the field of hand pose estimation can be classified based on 
the data type, dimension, existence of an object, and viewpoint. Some datasets provide 
hand poses only in two dimensions [18]. Datasets can be collected from an egocentric 
view (first-person) or a third-person view, and they exist in RGB format or depth type 
[19–22]. Egocentric datasets are mostly used in AR/VR applications where the camera 
is mounted on the headset. EgoHands contains 48 videos of two people sitting face to 
face and playing different games such as cards and chess [23]. Garcia et al. [22] created 
an egocentric RGB-D dataset aimed at recognizing daily activities in the kitchen. 
Other studies, including one by Mueller et al. [19] and one by Rogez et al. [24], have 
focused on the interaction between the hand and the objects in egocentric view. The 
three-dimensional pose of the hand can be computed by multi-view images [20]. A 
wide range of studies has used depth information of the hand for hand pose estimation 
[25]. Compared with depth-based systems, collecting datasets for 3D RGB-based hand 
pose estimation systems is more challenging due to the annotation issue. Some depth 
datasets have been collected and annotated by attaching tiny bending sensors to the 
hand so that they do not influence the depth [22]. Zimmermann and Brox collected a 
large synthetic dataset [21]. Cai et al. [26] used weakly labeled RGB-D images. Then, 
they computed an adaptation between RGB-D and synthetic images. 

3. Proposed method 

In order to replace a mouse with hand gestures, we need to capture both the pose 
and the location of the hand. Spatial information of the hand is required to navigate 
the pointer on the desktop, and each pose of the hand can be interpreted as a special 
intention of the user. Leap Motion contains three infrared LED sensors that are used 
for finding the location of the hand in space. Three-dimensional coordinates of the 
hand’s joints can be computed by Leap Motion’s built-in SDK. However, the results 
of the experiments show that Leap Motion is not reliable in distinguishing the hand’s 
small components, such as joints, at far distances and in some angles of view. So, we 
propose a deep learning-based network for 3D hand pose estimation from the images 
captured by a camera placed at a distance farther away from Leap Motion. Figure 1 
shows the places of Leap Motion and the camera in the proposed system. The camera 
in Figure 1 is shown in red color. The overall location and direction of the hand are 
computed by Leap Motion, and then, when the distance or direction of the hand is 
larger than a threshold, the hand pose is computed by the deep learning-based 
architecture. 
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Figure 1. The positions of Leap Motion and the camera in the proposed interaction 
space. The camera is depicted in red color. 

3.1. Dataset creation 

In this study, we collected a big dataset. For this purpose, a camera was placed 
next to Leap Motion, and then the participants performed a set of gestures around Leap 
Motion. The information provided by Leap Motion is used as the ground truth for the 
captured image by the camera. Each time, the user maintained their hands in a special 
gesture and moved their hand around Leap Motion to capture the data at different 
distances and different views. In other words, the positions of the hand’s joints relative 
to each other were constant during a sequence of frames. For each sequence, the first 
few frames were investigated visually to determine whether Leap Motion recognized 
the pose of the hand correctly or not, and then one of them was selected as the reference 
frame for the sequence. The angles of the joints in all the frames were compared to the 
reference frame, and the samples in which the difference between the joints and the 
corresponding joints in the reference frame was bigger than a threshold were removed 
from the dataset. 

3D hand pose estimation needs a large amount of data due to the complex 
structure of the hand and its ability to perform various poses. Furthermore, deep 
learning models are prone to the overfitting issue. Overfitting occurs when the model 
achieves high accuracy on the training data while it does not generalize well on new 
and unseen data [27]. One of the best ways to reduce overfitting is to train the model 
on a large and diverse dataset. The human hand is an articulated object with high 
degrees of freedom composed of six parts (fingers and palm) that can occlude each 
other easily. Images of the same hand gesture from diverse viewpoints are quite 
different. So, the complex anatomy of the hand and its self-occlusion make it very 
challenging to extract the 3D pose of the hand. In this paper, we collected a large 
dataset of hand images, and some techniques were employed to prevent overfitting. 
The dataset samples have been collected from eight participants. Each participant 
performed between 27 and 44 gestures. 21 joints have been marked on each image. 
The dataset covers multiple hand shapes, self-occlusion, and articulations. All the 
images were captured from the right hand. So, the images and the corresponding 
ground truth were flipped in order to generate samples for the left hand. We also 
rotated all the images and their ground truth from 10° to 350°. 
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3.2. 3D hand pose estimation from a single RGB image 

Given an RGB image 𝐼 ∈ 𝑅ଷ଴଴×ଷ଴଴×ଷ  showing a single hand, we want to 
estimate its three-dimensional pose. The 3D pose of a hand is defined as a set of 

coordinates 𝑝௜ = (𝑥௜, 𝑦௜ , 𝑧௜) that denotes the coordinates of the i  th joint of the hand. 

In this paper, the pose of the hand is defined by 21 joints (𝑖 ∈ [1, 21]).  
The proposed architecture for hand pose estimation consists of two parts (See 

Figure 2). The first part is an encoder-decoder network that produces 21 heat maps, 
each of them belongs to one of the 21 joints. The value of each pixel on the heat map 
shows the probability of locating the 2D coordinates of the joint at that pixel. We use 

the Mean Square Error (MSE) between the ground truth heat map 𝛷ௐு
௚௧  and the 

estimated heat map 𝛷ௐு. The loss of the network is defined as Equation (1) where 

𝑊 and 𝐻 are the width and height of the heap map, respectively. The ground truth is 

defined as a Gaussian heat map with a standard deviation 𝜎 = 1.  

𝐿𝑜𝑠𝑠ℎ௘௔௧௠௔௣ = ෍

ௐ

෍

ு

൫𝛷ௐு − 𝛷ௐு
௚௧

൯
ଶ
 (1)

The second part of the proposed network is a CNN that determines the type of 
hand in the image. Three-dimensional hand pose estimation from the two-dimensional 
joints is an ill-posed problem. It can extract at least two hand poses for a set of 2D 
joints. So, we must provide more information for the network to interpret only a unique 
3D pose for a given image. We propose to use the information about the type of hand 
in the image. So, the image of the hand is first classified to determine whether the 
given image belongs to the left hand or the right hand. 

 
Figure 2. The proposed architecture for estimating the 3D hand pose from an RGB 
image. 

4. Experiments 

We conducted a set of experiments to evaluate different parts of this study. The 
first experiment investigates the effect of the distance of the hand and the field of view 
on the reliability of Leap Motion. The second experiment indicates that the absence of 
depth information in the RGB images is what causes errors in the direction of the hand. 
The last experiment was developed based on tasks that are prevalent in human-
computer interaction applications, such as translating objects. 
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4.1. Reliability of Leap Motion 

Figure 3 shows Leap Motion’s scope of vision. In order to assess the reliability 
of Leap Motion, the participants moved their hands above Leap Motion while keeping 
their hands in a special gesture. During this experiment, the users were asked to keep 
the angle of the joints constant. The participants performed each task for 48 seconds, 
and a total of 9408 frames were captured. For determining the ground truth of each 
sequence, some of the frames in the sequence were investigated visually, and then one 
of them that was very similar to the performed gesture was selected as the ground 
truth. In each frame, the position of the palm and the angles at the joints were recorded 
and compared with the ground truth. In each sample, if the difference between the 
recorded angle and the ground truth at least at one of the joints is more than 60°, the 
sample is considered a falsely recognized gesture. The angle of the hand’s view is 
computed as Equation (2), where z is the height of the hand (see Figure 4). Correctly 
recognized samples are illustrated in green color in Figure 5. The red points in Figure 
5 show the samples that were recognized falsely. Figure 5a indicates that false 
recognitions by Leap Motion have mostly occurred in heights larger than 400 
millimeters and angles bigger than 45 degrees, and Figure 5b shows that by 
combining a camera and Leap Motion, the rate of false recognitions decreases in this 
area. 

𝑟 = ඥ𝑥2 + 𝑦2 + 𝑧2 (2)

 
Figure 3. Vision angles of Leap Motion in x (green) and y (blue) directions. 

 
Figure 4. Computing of the angle between Leap Motion and the hand. The green 
point denotes the position of the palm. 
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(a) (b) 

Figure 5. (a) The results of the hand gesture recognition for different heights and angles of view by Leap Motion, and 
(b) integration of Leap Motion with a camera. 

4.2. Image Information for computing the direction of the hand 

In three-dimensional space, the direction of the palm is determined by the blue 
vector illustrated in Figure 6a, and it is computed as the normal vector of the plane 
that passes through three blue points in Figure 6b. The red vector can be considered 
as the direction of the wrist, and it is equivalent to the direction of a part of the middle 
finger depicted by a red line in Figure 6b. One of the cases where the lack of depth 
information causes error is when the palm direction is perpendicular to the camera 
view. In this situation, if the hand is rotated around the yellow color vector (cross 
product of the red and blue vectors) gradually, the RGB pattern does not change very 
significantly, and consequently, the precise direction of the palm or wrist is not 
perceived by an image-based network such as the proposed deep learning-based 
architecture. Figure 7 shows a sequence of hand images in which the palm direction 
is changing from left to right. The patterns of the leftmost and rightmost samples are 
very different. So, the image-based network can distinguish them from each other 
easily. However, the changes in the image pattern in every two successive samples are 
not very sensible for the network. Figure 8 shows the ground truth and the predicted 
direction of each sample using image information and Leap Motion information. For 
computing the ground truth direction, the direction of the hand was computed using 
samples that were captured from a different view. It is clear from Figure 8 that the 
image-based network has failed to recognize the correct direction of the hand in the 
middle samples. The smooth changes of the ground truth (red curve) have not appeared 
in the predicted direction using the image information (green curve). The image-based 
network has discriminated the different samples very roughly such that a sharp drop 
has resulted in the curve. 
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(a) (b) 

Figure 6. (a) The direction of the hand can be determined by red and blue vectors; 
(b) the red part of the skeleton in (b) can be considered as the red vector in (a), and 
the normal vector of the plane passing through three blue points in (b) can be 
considered as equivalent to the blue vector in (a). 

 
Figure 7. In a sequence of hand images, from left to right, the direction of the palm is changing from 90° to 30°, but 
the change in the pattern of the successive images is not very perceptible. 

 
Figure 8. Ground truth and the predicted direction of the palm for samples shown in 
Figure 7. 

A user study was carried out to clarify the issue. In this study, the users were 
asked to maintain their wrists in a fixed location and plot a quarter-circle through 
rotating their hands around the wrist (see Figure 9). In the beginning, the direction of 
the palm was perpendicular to the view of the camera. The task was repeated by 
different participants and for different gestures. The samples in which the location of 
the wrist has been changed were removed from the evaluation, and a total of 100K 
samples were collected. The image of the hand is captured by two cameras from two 
different views. Figure 9 shows the location of the two different cameras in red and 
green colors. We expect that the direction computed from the view of the red camera 
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will be more precise; then, the information from the red camera is considered the 
ground truth. The direction of the palm is computed by Leap Motion and image-based 
networks separately for each sample. The number of samples per angle is counted and 
shown by a color spectrum in Figure 10. As the figure indicates, the predicted 
directions of the palm in different samples by image information are not distributed 
uniformly, and most of them are focused on very small or very large angles. 

 
Figure 9. The users had to plot a quarter-circle through rotating their hand around 
the wrist in front of a camera (green) and Leap Motion. The ground truth direction of 
the samples is computed using the images that are captured by the red camera. 

   
(a) (b) (c) 

Figure 10. The computed direction of the palm using images captured from (a) the red camera; (b) image information 
captured from the green camera and; (c) by Leap Motion. 

4.3. Integration of Leap Motion and the camera in a user study 

In this section, a user study is described that is designed to compare the 
performance of the proposed framework and Leap Motion. The users were asked to 
perform a gesture and simultaneously move a pointer on a set of curves shown in 
Figure 11. The pointer is moved based on the coordinates of the index fingertip. When 
the distance between the index fingertip and the curve is less than a threshold, the 
angles at the hand’s joints are recorded and compared with the ground truth. Figure 
11 shows the results of the user study. Each participant repeated the task twice, and 
the number of correct gestures at each point of the curve was counted and is shown by 
the color spectrum. 
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Figure 11. Results of the user study. Users had to perform a set of gestures and at 
the same time move a pointer through the curve. At each point, the histogram of the 
correctly recognized gestures using the information of Leap Motion and using the 
combination of the information of the image with Leap Motion is recorded. 

5. Discussion 

The main focus of this paper was to design a framework for human-computer 
interfacing applications through the integration of Leap Motion with a camera. The 
camera is located in a different location farther away from Leap Motion and captures 
images of the hand from a different view. By fusing a camera into the interaction 
space, we alleviated the limitations of Leap Motion and expanded the user’s freedom 
during interfacing with a desktop. The built-in algorithm of Leap Motion has not been 
published, but we investigated its limitations by conducting a set of experiments. In 
some studies [10,11], the measurements of Leap Motion were evaluated by comparing 
them with a reference device. In these studies, measurements are limited to being done 
on a set of single points. In this paper, the users performed a number of gestures in 
different places above Leap Motion, and the capability of Leap Motion was 
investigated by measuring the stability of the measures in different places and different 
views. Another issue that we dealt with was the creation of a dataset for 3D hand pose 
estimation from a single RGB image. Annotating 3D coordinates on the RGB images 
is not possible. Some researchers created synthetic datasets. Some of the studies used 
stereo images to compute the 3D pose of the images. We used an indirect method to 
compute the 3D pose of the images. We placed a camera next to Leap Motion and 
collected images and their 3D coordinates of the joints; then, we removed samples 
where Leap Motion computed the joints wrongly. All the samples in our dataset are 
real. The results of the first experiment can matter for designers who exploit Leap 
Motion in human-computer interaction fields. Oropesa et al. [11] conducted their 
experiments in a very simple environment (a simple box). The background color was 
monochromatic, fixed, and without any pattern. The scenario lacked the inclusion of 
more complex elements. Leap Motion tracked only a simple instrument with a single 
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color. Their instrument is much simpler than the anatomy of a hand. In our tests, there 
were users with different colors of clothes, and the environment was more complex. 
In the study conducted by Oropesa et al. [11], for the dynamic experiment, the 
instrument was moved only 100 mm along the Z-axis, but we evaluated the 
performance of Leap Motion in the range of 700 mm along the Z-axis. Quesada et al. 
[12] considered 26 American Sign Language (ASL) alphabets for evaluation. They 
performed gestures in two positions to determine whether Leap Motion was able to 
recognize all signs. They performed signs on top of Leap Motion, which is very close 
to our experiment. We compare our results in this position. In fist-like gestures, data 
provided by Leap Motion is not very reliable. Letters in ASL, including “A”, “M”, 
“N”, “O”, “P”, “S”, and “T” are very similar, and the only difference among them is 
the position of the thumb, which is out of the Leap Motion vision range. Leap Motion 
cannot estimate the coordinates of the thumb joints precisely in these gestures (Table 
1). Table 2 shows a comparison between our results and the results of the study 
conducted by Jiang et al. [16].  

Table 1. Comparison of our results with results of experiments conducted by Oropesa et al. [12]. 

Letter Oropesa et al. [12] Ours Letter Oropesa et al. [12] Ours Letter Oropesa et al. [12] Ours 

A No Yes J No Yes S No Yes 

B No Yes K No Yes T No Yes 

C No Yes L Yes Yes U Yes Yes 

D Yes Yes M No Yes V Yes Yes 

E No Yes N No Yes W Yes Yes 

F Yes Yes O Yes Yes X No Yes 

G Yes Yes P No Yes Y Yes Yes 

H Yes Yes Q No Yes Z Yes Yes 

I No Yes R Yes Yes    

Table 2. Comparison of our results with results of experiments conducted by Jiang et 
al. [16]. 

 G1 G2 G3 G4 G5 G6 

Jiang et al. [16] 94 92 95 93 97 90 

Ours  98.03 99.45 99.34 99.00 99.23 99.50 

All experiments were conducted under normal room lighting conditions. Leap 
Motion warns in poor lighting conditions. Further research is needed to investigate the 
effect of the light condition on the performance of Leap Motion. The importance of 
these studies is due to the embedded LEDs in Leap Motion that are sensitive to the 
light of the environment. The scope of our study is limited to the presence of a single 
hand in the interaction space. Interfacing with both hands can raise more challenges. 
Our dataset’s samples have been collected from a third view, and the results of the 
experiments cannot be generalized to the egocentric view applications. 
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6. Conclusion 

The goal of this study was to improve the performance of Leap Motion for 
human-computer interaction applications. For this purpose, we first design different 
experiments to investigate the limitations of Leap Motion. Conducted experiments 
showed that Leap Motion can perform perfectly when the hand is located at a distance 
between 100 mm and 400 mm with a view angle of less than 45°. The human-computer 
interaction applications involve tasks that require larger movements of the user’s hand. 
By combining the information of Leap Motion and the proposed deep learning-based 
architecture, we provided a larger space for users to interact with the computer. We 
proposed to use a camera in addition to Leap Motion and estimate the 3D pose of the 
hand using a deep learning architecture. The camera captures the image of the hand 
from a different view. The results show that combining the information of Leap 
Motion and a camera can lead to achieving a more accurate estimation of 3D hand 
pose at farther distances. However, the overall direction of the hand and palm can be 
computed more precisely using Leap Motion. In other words, the pattern of the RGB 
image is not informative enough to estimate the global direction of the hand, but Leap 
Motion can compute the distance and the overall direction of the hand due to 
containing three Infra-Red LEDs. In comparison with other works, we trained the deep 
learning model with a real dataset containing samples in various directions. 
Improvements could be made both in the dataset and deep learning architecture. The 
proposed deep learning was trained on the dataset collected from the third view. In the 
future, the deep learning model can be trained on egocentric view datasets. 
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