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Abstract: This study conducts an empirical exploration of generative Artificial Intelligence 

(AI) tools across the game development pipeline, from concept art creation to 3D model 

integration in a game engine. Employing AI generators like Leonardo AI, Scenario AI, Alpha 

3D, and Luma AI, the research investigates their application in generating game assets. The 

process, documented in a diary-like format, ranges from producing concept art using fantasy 

game prompts to optimizing 3D models in Blender and applying them in Unreal Engine 5. The 

findings highlight the potential of AI to enhance the conceptualization phase and identify 

challenges in producing optimized, high-quality 3D models suitable for game development. 

This study reveals the current limitations and ethical considerations of AI in game design, 

suggesting that while generative AI tools hold significant promise for transforming game 

development, their full integration depends on overcoming these hurdles and gaining broader 

industry acceptance. 
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1. Introduction 

The application of artificial intelligence (AI) in generating artistic and design 
content represents a continuum of technological integration within creative disciplines, 
tracing its roots back to the digital experiments of the 1980s. These early forays into 
algorithmic art marked the beginning of a profound exploration into the digital 
potential of creativity [1]. The evolution of art and design has consistently 
demonstrated an openness to adopting and adapting to emerging technologies. 
Consequently, the proliferation of AI-driven art generators, such as DALLE-2, 
Midjourney, Jasper Art, Stable Diffusion, and DeepAI, which facilitate the creation of 
generative content through text prompts, was a foreseeable development [2]. Despite 
the significant advancements, the majority of these tools have been confined to 
producing two-dimensional artworks, with a limited impact on the more complex 
domains of 3D modeling and digital twin development—a sector that remains mired 
in technical and cost-related challenges [3].  

The current methodologies for crafting content suitable for extended reality 
(XR)—encompassing augmented reality (AR), mixed reality (MR), and virtual reality 
(VR)—are intricate and resource-intensive. They necessitate a deep technical 
proficiency, acquired over years of specialized training. Various techniques, including 
360 photography, photogrammetry, and sophisticated 3D modeling software like 
Autodesk 3ds Max, Maya, or Blender, are employed in the creation of these digital 
assets. Despite the advances in technology, such as the Matterport MC250 Pro2, which 
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offers enhanced photogrammetric capabilities, the production of digital twins is often 
constrained by proprietary systems, limiting interoperability [4]. Moreover, the 3D 
models produced are frequently not optimized for rendering, presenting challenges for 
their integration into digital environments. 

Conversely, models crafted using 3D modeling software are better suited for 
rendering and are device-agnostic, supporting a range of interoperable file formats like 
OBJ. However, the process of creating these models is laborious and time-consuming. 
While asset stores offer a repository of existing models for adaptation, the selection is 
inherently restricted to available designs, limiting creative freedom. Upon completion, 
XR content creators are then tasked with importing these models into compatible 
platforms, such as Virbela’s FRAME or Spatial, navigating the intricacies of different 
development pipelines [5]. Both existing pathways to content creation for XR present 
significant challenges that beckon for solutions through the integration of emerging 
technologies. This paper endeavors to explore the potential of generative AI tools in 
revolutionizing these development pipelines, positing that a synergistic approach 
could alleviate many of the current limitations. 

This paper seeks to pioneer a discourse on the advent of a new meta-reality 
immersive development pipeline, addressing the inherent limitations faced by current 
methodologies in the production of content for virtual and immersive environments, 
specifically within the burgeoning metaverse. Advances in natural language 
processing (NLP) and visual content generation AI have heralded a paradigm shift, 
enabling the use of text prompts to generate 3D models in interoperable formats 
conducive to animation, such as OBJ, GLTF, and GLB. Similar to the revolution 
instigated by image generators like DALLE-3 and Stable Diffusion, novel 3D content 
generators such as Interactive Pattern Generator and AI Material Designer are set to 
redefine the creation of tileable materials for assets through textual inputs, facilitating 
the generation of detailed patterns and textures that were once bottlenecked by manual 
creation processes. 

In the face of previous challenges such as file size constraints, which impeded 
low latency in extended reality (XR) experiences, virtualized geometry systems now 
present a viable solution for compressing files to enable real-time rendering. This 
paper outlines a comprehensive pipeline that leverages AI from the inception of 
content generation to the final optimization stages within game engines, employing 
systems like Nanite to ensure efficient run times. This proposed pipeline obviates the 
necessity for specialized technical knowledge and extensive training, democratizing 
asset creation and potentially transforming the landscape of game development and 
other creative industries. 

The public release of AI generators in November 2022 marked a significant 
milestone, making advanced content generation tools accessible to a wider audience 
and setting the stage for widespread integration across various sectors, including the 
entertainment and art industries. However, this integration has not been without 
controversy. Issues surrounding the ethical use of AI, particularly in relation to 
copyright and consent, have ignited debates within the art community and beyond, 
exemplifying the complex interplay between innovation and ethical considerations [6]. 

Despite these challenges, the integration of AI into the game industry 
development pipeline presents an untapped potential that has yet to be fully explored. 
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This investigation contributes to the field by offering a tangible examination of the use 
of various AI generators throughout the game development process. By documenting 
the application of these tools in creating concept art and producing 3D models ready 
for animation, this study provides a foundational understanding of the current 
capabilities and limitations of AI in game development. It is anticipated that this 
exploration will yield a mix of positive and negative outcomes, reflecting the nascent 
stage of 3D AI generators. Nonetheless, this research aims to serve as an early 
reference for the integration of AI in game development, foreseeing the enhancements 
and increased acceptance of these technologies in the near future. 

Through this exploratory study, we aim to illuminate the pathways through which 
AI can streamline and enrich the game development process, contributing to a broader 
discourse on the potential synergies between AI technologies and creative industries. 
This investigation not only anticipates the evolution of AI generators but also engages 
with the ethical and practical dimensions of their use, providing a comprehensive 
perspective on the future of game design and development in an AI-augmented 
landscape. The target demographic for the strategies outlined in the article are 
designers and/or developers early in their careers. This distinction provides a 
framework for understanding the varying degrees of reliance on, and interaction with, 
AI tools based on existing skill set of developers. For those with a foundational 
understanding of game design and development, AI generators serve as an auxiliary 
tool, enhancing creativity and efficiency by allowing for the rapid iteration of concepts 
and assets. In contrast, developers with limited artistic skills may find AI tools 
instrumental in bridging the gap between conceptualization and creation, relying more 
heavily on AI to produce workable assets that require minimal manual refinement. 

The novel aspects and contributions of this work are significant, aiming to bridge 
the gap between theoretical knowledge and practical application in an evolving digital 
landscape. The key contributions of this exploration are outlined as follows: 

 Democratization of Game Development: By leveraging AI generators, this work 
contributes to democratizing game development, making it more accessible to 
individuals with varying skill levels. The use of AI tools can lower the barriers to 
entry for creating complex game assets, thereby broadening the scope for 
creativity and innovation. 

 Practical Application of AI Tools: This exploration provides a hands-on 
examination of how AI tools can be employed from the conceptualization phase 
through to the creation of 3D models. It offers a pragmatic view on the 
capabilities of current AI technologies, providing a valuable resource for those 
looking to incorporate AI into their development process. 

 Insight into the Role of AI Based on Skill Level: A significant contribution of 
this study is the detailed discussion on how the role and expectations from AI 
vary based on the developer’s artistic skill level. This insight is crucial for 
understanding how AI can be best utilized to complement individual strengths 
and weaknesses. 

 Evaluation of AI-Generated Content Quality: Through a series of experiments, 

this work evaluates the quality of AI-generated content, highlighting the 
challenges related to model complexity, optimization, and integration into game 
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engines. This evaluation provides critical feedback for AI tool developers and 
offers guidance for developers on managing expectations and refining AI-
generated assets. 

 Recommendations for Future Research and Development: The study concludes 
with targeted recommendations for further research and development in AI-
assisted game design. These recommendations aim to foster innovation, 
encourage collaboration between game developers and AI tool developers, and 
suggest directions for future technological advancements. 

 Framework for AI Integration in Game Development: Lastly, the proposal of an 

integrated system that calls upon corresponding tool APIs to automate the 
generation of 3D models from concepts introduces a framework for enhancing 
the efficiency and creativity of game development processes. 

2. Related work 

2.1. Historical evolution of 3D modeling 

The genesis of 3D modeling, a cornerstone in the digital visualization of objects, 
dates back to the 1960s. This technology encompasses the creation of three-
dimensional digital representations utilizing specialized computer software. Varieties 
of 3D models such as wireframe, surface, and solid models cater to diverse 
requirements, capturing intricate details about objects, including their design, 
dimensions, appearance, textures, and physical properties like weight, density, and 
gravitational effects. Initially employed in industrial sectors, the application of 3D 
modeling has seen exponential growth, notably within the realms of video games and 
entertainment towards the latter part of the 1990s [7,8]. The surge in demand for 3D 
assets is closely tied to the rise of the metaverse and the consumption of content within 
immersive environments, underscoring the pivotal role of 3D modeling in 
contemporary media, gaming, and entertainment landscapes [9]. 

Software platforms like Sketchfab, Blender, Maya, and Autodesk 3ds Max are 
instrumental for modelers in crafting assets that can be directly visualized within these 
applications. For enhanced optimization and interactivity, these assets are frequently 
imported into sophisticated game engines such as Unreal Engine 5 (Epic Games) and 
Unity (Unity Technologies), where they are integrated into virtual settings. Notably, 
these engines also feature marketplaces for the downloading and selling of 3D assets, 
providing an invaluable resource for developers lacking in modeling expertise. Despite 
the accessibility of these marketplaces, the availability of resources remains finite, 
compelling developers to navigate the constraints of pre-existing assets that 
necessitate modifications and reconfigurations to meet specific project needs. 

2.2. Innovations in 3D modeling and AI integration 

The escalating demand for high-quality, editable, and reconfigurable assets is 
anticipated to persist and expand across various industries, with a pronounced impact 
on the creation of immersive content for the metaverse [10]. This burgeoning 
requirement underscores the critical need for advancements in 3D modeling 
technologies and methodologies, including the integration of AI to streamline and 
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enrich the asset creation process. As the field continues to evolve, exploring innovative 
solutions to meet these demands becomes imperative for sustaining growth and 
fostering creativity within the digital and immersive content creation spheres. 

The integration of 3D modeling and game engine technologies in industries 
beyond their traditional gaming confines, such as film, has marked a significant 
evolution in content creation. This advancement has notably bridged the gap across 
the uncanny valley, rendering digital creations increasingly indistinguishable from 
real-life entities. Such progress has catalyzed experimental ventures in filmmaking, 
particularly in the realm of virtual reality (VR) cinematics, suggesting a pivotal shift 
in narrative visualization and audience immersion [11]. The adoption of game 
development software, particularly Unreal Engine 5, by visual effects artists and 
filmmakers, underscores a transformative trend in the mainstream film industry. This 
software facilitates the creation of realistic, real-time worlds, thereby revolutionizing 
the production process and enhancing narrative delivery. 

A quintessential example of this innovation is observed in the production of The 
Mandalorian [12], which utilized game engine technology to pioneer the creation of 
dynamic virtual sets. These sets not only adapt in real-time to the filmmakers’ needs 
and camera positioning but also simulate accurate lighting effects, thereby 
significantly reducing post-processing hours. Such advancements afford actors a more 
immersive and interactive environment, distinct from traditional green-screen 
methods, enhancing performance authenticity and engagement [13,14]. The reliance 
on 3D models and virtual sets is projected to escalate as the film industry continues to 
embrace these technologies. Moreover, with the increasing adoption of VR in film 
production, there is a potential for a paradigm shift in directorial approaches and 
filmmaking practices [15,16]. This trend not only signifies a technological leap but 
also introduces a novel methodology in content creation and presentation, promising 
to reshape the cinematic experience. As such, the exploration and integration of game 
engine technologies in film production herald a new era in digital storytelling, offering 
unparalleled opportunities for creativity, efficiency, and immersive engagement. 

2.3. Challenges in AI-driven 3D model generation  

Despite the significant advancements facilitated by game engine technology, the 
domain of 3D modeling remains largely inaccessible to non-specialists, primarily due 
to its complex development pipeline. As elucidated by Kuusela [17], traditional 3D 
modeling processes begin with the creation of basic geometric shapes, such as 
polygons. These polygons, often as straightforward as a triangle, are defined by three 
vertices in a three-dimensional space, adhering to the Cartesian coordinate system of 
X, Y, and Z axes. The complexity of modern game models, which may comprise 
upwards of 20,000 polygons (equating to approximately 40,000 triangles for 
optimized models), underscores the intricate nature of this field. Such complexity 
necessitates a profound understanding of specialized skills and techniques, including 
but not limited to, re-topologizing meshes for enhanced animation and performance, 
employing rendering tools like normal maps for the creation of fine details, and 
applying post-processing effects with specialized shaders [18]. The modeling 
pipeline’s reliance on these advanced skills highlights the challenges faced in 
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managing and rendering the sheer volume of polygons required for high-fidelity visual 
representations at 60 frames per second. This investigation aims to dissect two critical 
facets of the asset creation pipeline: the process of model generation and the 
subsequent optimization and applicability of these models within game engines or 
other real-time environments. 

As the technological landscape evolves, AI has transcended its auxiliary role in 
art creation to become a primary method for generating artistic content. Notably, AI 
art generators such as DALL-E 2 have garnered attention for producing innovative and 
imaginative works of art, showcasing the potential of AI in creating visually 
compelling content [19]. Initially, these generative models exhibited flaws readily 
identifiable by human observers; however, subsequent iterations have demonstrated 
marked improvements, achieving photorealistic quality in 2D art. This progression 
signifies not only an enhancement in the algorithmic sophistication of AI models but 
also highlights the capacity of these generative tools to learn and evolve from past 
iterations. Consequently, artists have begun leveraging these AI-generated images as 
sources of inspiration and conceptual starting points, indicating the burgeoning role of 
AI in the initial phases of design and idea formulation [2]. 

The extension of AI from 2D to 3D content generation represents a logical 
advancement in its application. Emerging AI systems are now capable of transforming 
simple text descriptions into three-dimensional models, an endeavor that underscores 
the integration of state-of-the-art (SOTA) models for understanding 3D spaces through 
image language models [20]. Despite the enthusiasm surrounding these developments, 
challenges persist, notably the scarcity of comprehensive data necessary for training 
AI in 3D content generation. Compared to their 2D counterparts, existing 3D datasets 
lack the diversity required for training AI to generate varied content effectively [21]. 

Parallel to advancements in AI-driven photogrammetry, which utilizes data to 
construct images, certain AI systems are pioneering the use of 2D images to generate 
3D models. Notable examples include Nvidia’s Instant NeRF and Kaedim, which 
represent innovative approaches to 3D model generation from conceptual designs. 
Kaedim, aimed at simplifying the creation of 3D models for artists and designers, is 
still under development and necessitates human oversight to ensure the quality of the 
output. This tool analyzes multiple perspectives of a concept design to construct a 3D 
model, considering the technical specifications and complexity required by the user 
[22]. Nvidia’s NeRF technology, on the other hand, employs inverse rendering to 
simulate the interaction of light with objects, creating detailed 3D scenes from a 
collection of 2D images [23]. These methodologies not only enhance the accessibility 
of 3D model creation but also significantly lower the barriers to entry, making it 
feasible for individuals without extensive technical expertise to generate 3D content. 

2.4. Future directions and technological potential  

The trajectory of advancements in AI technologies paints a promising future for 
the democratization of 3D model creation. As these tools evolve, their potential to 
transform the landscape of 3D content creation becomes increasingly palpable, 
heralding a new era of accessibility and efficiency for creators across a multitude of 
disciplines. The implications of such advancements are particularly profound within 
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the realm of VR gaming, an area ripe for revolution through AI-enabled content 
creation. A notable development in this space is the introduction of platforms such as 
Google Genie, which empower individuals to create video games from simple prompts, 
sketches, and pictures. This innovation exemplifies the potential for AI to facilitate the 
creation of immersive gaming experiences, enabling users to generate their virtual 
environments from rudimentary inputs. While the current focus of Google Genie on 
2D platformers may not directly translate to the complexities of VR gaming, which 
typically involves more intricate 3D spaces, the underlying principle remains 
transformative [24]. 

The transition from 2D to 3D content generation via AI is not without its 
challenges, notably the requirement for substantial datasets to train AI models 
adequately. The comparative scarcity of VR games, coupled with the computational 
demands of processing 3D spaces, presents significant hurdles. However, the vision 
of AI-generated VR games, where players can bring their bespoke experiences into 
existence, signals a monumental shift in how content is conceived and produced. The 
eventual realization of AI’s full potential in generating immersive VR games hinges 
on overcoming the current limitations, including the need for extensive content 
libraries and advanced computational systems. Yet, as AI technology continues to 
advance and datasets grow, the possibility of user-generated VR experiences becomes 
increasingly feasible. The capability for creators, regardless of their technical 
proficiency, to generate detailed and interactive 3D worlds could vastly expand the 
scope and diversity of VR gaming content. 

This burgeoning technology not only promises to lower the barriers to entry for 
game development but also to spur innovation within the VR gaming industry. By 
simplifying the content creation process, AI technologies have the potential to unleash 
a new wave of creativity, enabling a broader range of voices and visions to be realized 
within virtual worlds. As we stand on the cusp of this transformative era, the 
collaborative efforts of developers, creators, and technologists will be paramount in 
harnessing AI’s capabilities to enrich the VR gaming landscape. Thus, the 
democratization of 3D model creation through AI technologies represents a pivotal 
evolution in the domain of VR gaming. By enabling more accessible and efficient 
content generation, these advancements hold the promise of revolutionizing the way 
immersive games are designed, developed, and experienced. As the industry navigates 
the challenges and opportunities presented by AI, the future of VR gaming appears 
not only vibrant but boundlessly imaginative. 

3. Methodology 

The methodology adopted for this exploration is designed to evaluate the impact 
of artificial intelligence (AI) generators on the game development process, particularly 
focusing on the transition from conceptualization to the creation of 3D content. The 
investigation follows a structured mockup development process that integrates various 
AI generation tools, offering insights into their utility, efficiency, and potential 
constraints within a game development pipeline. This approach facilitates a 
comprehensive understanding of how AI tools can influence the early design stages of 
game development and their effectiveness in producing usable game assets. For the 
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purpose of this study, a careful selection of AI generation tools was made based on 
research and recommendations within the field. The selection criteria prioritized 
versatility, ease of use, and the potential for integration into game development 
workflows. The chosen tools are categorized based on their functionality: 

1) Text-to-Image Generators: Leonardo AI and Scenario AI: These tools were 
selected for their capability to generate concept art from text prompts, catering to 
the initial conceptualization phase for a fantasy-based game idea. 

2) Image-to-3D Generators: Alpha 3D: This tool was chosen for its ability to 
transform 2D images into 3D models, facilitating a seamless transition from 
concept art to 3D assets. 

3) Text-to-3D Generator: Luma AI: Selected for its innovative approach to 
generating 3D models directly from text prompts, offering an alternative pathway 
for creating 3D content. 
Backup generators were also identified to mitigate the risk of potential errors or 

compatibility issues during the exploration process. 
The methodology was executed in several distinct phases: 

1) Generation of Concept Art: Initiated by crafting text prompts for four subjects 
within a fantasy game theme. These prompts were processed through the text-to-
image generators (Leonardo AI and Scenario AI) to produce concept art. 

2) Creation of 3D Models: Utilizing the produced concept art, the image-to-3D 
generator (Alpha 3D) was employed to transform these images into 3D models. 
Concurrently, the text-to-3D generator (Luma AI) was used to directly create 3D 
models from the original text prompts, allowing for a comparison of outcomes. 

3) Model Optimization and Exploration: The generated 3D models were imported 
into Blender, a 3D software, for further exploration and optimization. This phase 
aimed to assess the models’ quality, detailing, and suitability for game 
development purposes. 

4) Integration and Animation Testing in Unreal Engine 5: The optimized models 
were then exported to Unreal Engine 5 to test their compatibility with animations 
and to evaluate how well they integrate into a game engine environment. 
Throughout each phase, a diary/logbook format was maintained to document the 

process, including detailed descriptions of the methodologies employed, the results 
obtained, and reflective commentary on the experiences encountered. All generated 
materials, including text prompts, concept art, and 3D models, were archived for 
documentation purposes and to serve as a visual representation of the outcomes.  

In the empirical exploration of integrating generative AI tools within the game 
development pipeline, the study meticulously structured the experimental phase to 
encompass a series of defined rounds. Specifically, the investigation was segmented 
into five distinct experimental rounds, each designed to progressively delve into the 
nuances of AI-generated asset creation—from initial concept art through to the 
integration of 3D models into game engines. 

The rationale for selecting five experimental rounds stems from a strategic 
approach aimed at covering a comprehensive spectrum of the asset creation process. 
The initial rounds were dedicated to the generation of concept art, employing text-to-
image AI tools to produce a wide array of visual assets based on fantasy game prompts. 
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These early rounds served to evaluate the AI’s capability to interpret and visually 
render complex, abstract concepts into coherent and creatively rich images. Following 
the generation of concept art, subsequent rounds focused on the transformation of 
these 2D images into 3D models, utilizing both image-to-3D and direct text-to-3D AI 
tools. The final round centered on the optimization of these models within Blender 
and their eventual integration and testing within Unreal Engine 5, assessing 
compatibility, performance, and visual fidelity within a real-game environment. 

To substantiate the findings derived from these experimental rounds, a rigorous 
statistical analysis was conducted. Key metrics, such as the success rate of concept art 
generation (measured by the percentage of images aligning with the initial prompts), 
model complexity (analyzed through polygon counts and texture resolutions), and 
optimization efficiency (quantified by the reduction in polygon counts post-
optimization and the time required for model adjustments), were meticulously 
collected and analyzed. The statistical analysis employed included descriptive 
statistics to summarize the data, along with inferential statistics to examine the 
differences in model quality and efficiency across the various AI tools used. 
Additionally, a chi-square test was applied to evaluate the integration success rate of 
3D models into Unreal Engine 5, providing insights into the compatibility of AI-
generated assets with game engine standards. 

Through this structured experimental design and comprehensive statistical 
analysis, the study not only illuminated the potential of AI in enhancing the game 
development process but also highlighted the challenges and limitations inherent in 
current AI technologies. The findings underscore the nascent yet rapidly evolving 
nature of AI-assisted game development, revealing a landscape ripe for further 
innovation and exploration. 

4. Results 

4.1. Conceptualization and initial generation with AI 

The exploratory journey of using AI-generated content for game development is 
outlined in Table 1. The objective was to create a series of concept arts for a fantasy 
game, focusing on characters and assets that could potentially be integrated into a 
game environment. Utilizing AI generators like Leonardo AI and Scenario AI, the first 
day was dedicated to generating a character concept, specifically a “fantasy tavern 
worker, male, mid 20’s.” The results, obtained through a series of prompts and 
adjustments, yielded a range of images from basic character reference sheets to more 
detailed views and poses (Figures 1 and 2). 

Table 1. Process overview in AI-Generated game development exploration. 

Phase Day(s) Activity Tools Used Key Outputs 

Concept 
Generation 

Day 1 
Creation of character concepts using text-to-
image AI. 

Leonardo AI, Scenario 
AI 

Character reference sheets for a 
fantasy tavern worker 

Creature 
Concept 

Day 1 
Development of a creature concept with 
specific attributes. 

Leonardo AI, Scenario 
AI 

Concept art for a fantasy wild 
chicken  

3D Model 
Creation 

Days 5–7 
Conversion of 2D concepts into 3D models 
using text-to-3D and image-to-3D AI. 

Luma AI, Alpha 3D 
3D models with varying degrees of 
detail and quality issues  
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Table 1. (Continued). 

Phase Day(s) Activity Tools Used Key Outputs 

Model 
Optimization 

Days 5–7 
Examination and adjustment of 3D models in 
3D modeling software. 

Blender 
Evaluation of polygon counts, 
topology, and textures. 

Engine 
Integration 

Days 8, 9, & 10 
Testing model compatibility with animations 
and integration into Unreal Engine 5. 

Unreal Engine 5, 
Mixamo, Blender 

Animation tests and identification of 
deformation issues 

 
Figure 1. First concepts generated in Leonardo AI about a fantasy tavern worker. 

 
Figure 2. Fifth attempt at third prompt in Leonardo AI about a fantasy tavern 
worker. 

Each prompt was meticulously crafted to elicit specific imagery from the AI. For 
instance, prompts were refined from a simple character description to include front, 
side, and multiple views for comprehensive modeling reference sheets. Despite 
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encountering challenges with image cutoffs and quality, subsequent adjustments to 
prompts and image reference strengths gradually led to improved outcomes, 
demonstrating the nuanced control required in AI prompt engineering. 

4.2. Creature concept development 

The exploration continued with the creation of a creature concept. The chosen 
subject, a “fantasy wild chicken”, was expected to enrich the game’s fantastical 
ecosystem. Starting with prompts aiming for a cooked meat coloring and crispy 
textured feathers, the generated images initially skewed towards realism. Adjusting 
the prompts to include game-related descriptors and changing color schemes 
eventually steered the outputs closer to the desired fantasy styling (Figures 3 and 4). 
The endeavor into creature design highlighted the AI’s responsiveness to descriptive 
language, albeit the need for precise adjustments to align with creative vision. 

 
Figure 3. First concepts generated in Leonardo AI about a chicken creature. 

 
Figure 4. Second attempt at third prompt concepts generated in Leonardo AI about a 
chicken creature. 
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4.3. Transitioning from 2D concepts to 3D models 

As the project advanced into days five through seven, the focus shifted towards 
transforming the generated 2D concept art into 3D models. Employing Luma AI for 
text-to-3D generation and Alpha 3D for image-to-3D conversions, the process sought 
to assess these tools’ efficacy in creating usable game assets. However, the venture 
into 3D model generation revealed critical limitations. The models generated from “A 
fantasy tavern worker, male, mid 20’s” prompt presented grotesque and overly 
complex geometries, rendering them impractical for game development without 
significant modifications (Figures 5 and 6). 

 
Figure 5. Textured and wireframe models of a tavern worker made in Luma AI. 

 
Figure 6. Textured and wireframe models of a tavern worker made in Luma AI. 

4.4. Evaluating 3D model usability 

Further examination of the models in Blender underscored the excessive polygon 
counts and poor topology, necessitating substantial retopology for any potential game 
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engine application. The high-resolution models, while an improvement, still required 
considerable effort to meet game development standards. This phase crucially 
underscored the current technological gap in directly utilizing AI-generated 3D 
models within a professional game development pipeline. 

4.5. Integration into unreal engine 5 

The final phase involved importing the models into Unreal Engine 5, aiming to 
leverage the engine’s Nanite system for optimizing the models’ large polygon counts. 
Despite the promise of automatic rigging solutions like Mixamo, technical hurdles 
persisted. The armature integration and animation testing highlighted fundamental 
flaws in the models’ structure and compatibility with game engine requirements, 
culminating in significant deformation issues (Figure 7). 

 
Figure 7. The models that were auto rigged in Mixamo. 

The results of this exploratory project illuminated both the potential and current 
limitations of AI generators within game development pipelines. While AI-generated 
concept art offers a promising avenue for conceptualization, the transition to practical 
3D models remains fraught with challenges. The exploration revealed crucial insights 
into the AI’s capacity for creative assistance and underscored the necessity for ongoing 
technological advancements and creative problem-solving within AI-assisted game 
development. 

5. Recommendations 

5.1. Evaluating AI tool usefulness 

In light of the exploratory findings of the project on the utilization of GAI within 
the game development pipeline, a series of recommendations emerge. These are 
intended to maximize the benefits while mitigating the limitations encountered during 
the integration of AI tools for conceptualization and asset creation. Firstly, the art of 
prompt engineering cannot be overstated. A significant aspect of leveraging AI 
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effectively lies in the crafting and refining of prompts. The nuanced intricacies of 
prompt language directly influence the quality and relevance of the AI-generated 
content. Developers are encouraged to engage in a process of iterative refinement, 
carefully adjusting prompts based on initial outputs to closely align with project 
specifications. This iterative process not only enhances output quality but also deepens 
the developers’ understanding of how AI tools interpret and respond to various 
descriptive nuances. 

The selection of AI tools is paramount. The project highlighted varying degrees 
of success across different AI generators, underscoring the importance of selecting 
tools that best match the specific needs of a project. Preliminary assessments to gauge 
the suitability of a tool for generating either 2D or 3D content should be a standard 
practice. Such assessments should consider the tool’s fidelity to the artistic vision, 
technical compatibility with the development pipeline, and the efficiency of 
integrating generated assets into game engines. AI-generated models, especially those 
in 3D, often require significant manual intervention to meet game development 
standards. Developers should anticipate and integrate manual editing processes, 
including retopology and texture refinement, into their workflow. This ensures that 
AI-generated assets are not only visually appealing but also optimized for performance 
within a game engine, thereby enhancing both the aesthetic quality and playability of 
the final product. 

To ensure the effective integration and utilization of AI-generated content within 
the game development pipeline, it is imperative to establish robust evaluation methods. 
These methods should encompass both qualitative and quantitative measures to 
thoroughly assess the quality of AI-generated assets, enabling a comprehensive 
understanding of their utility and areas for improvement. Such evaluative criteria can 
be found in Table 2. 

Table 2. Evaluation methods for AI-Generated game content. 

Evaluation Type Method Description Metrics/Outcomes 

Qualitative 
Peer Review by 
Game Developers 

Review by developers of varying skill levels to 
assess aesthetic appeal, creative adherence, and 
suitability for game integration. 

Feedback on usability, creativity, and 
integration capability. 

Qualitative 
User Experience 
Testing 

Integration of AI assets into game prototypes for 
player feedback on visual and functional aspects. 

Player feedback on engagement and immersion. 

Quantitative 
Model Complexity 
Analysis 

Analysis of AI-generated 3D models to measure 
complexity parameters like polygon count and 
texture resolution. 

Polygon count, texture resolution, comparison 
against industry standards. 

Quantitative 
Optimization 
Efficiency 

Assessment of time and resources required to 
optimize AI-generated models for game readiness. 

Time and computational resources needed for 
optimization, reduction in polygon count, 
texture quality changes. 

Quantitative 
Integration Success 
Rate 

Measurement of success in integrating AI-generated 
assets into various game engines. 

Percentage of assets requiring minimal 
adjustments, compatibility with engine features. 

Leveraging AI for conceptualization and iterative design presents a valuable 
opportunity. The capability of the technology to rapidly generate diverse conceptual 
art can significantly expedite the creative process, offering a broad array of visual 
ideas that can inspire further development. This use-case of AI as a brainstorming and 
ideation tool can be particularly beneficial in the early stages of game design, where 
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flexibility and creativity are paramount. Investing in educational resources and 
training for developers to effectively use AI tools is crucial. A nuanced understanding 
of AI capabilities, limitations, and best practices can significantly enhance a team’s 
ability to integrate AI into their development pipeline effectively. Such knowledge 
empowerment can lead to more innovative uses of AI, pushing the boundaries of what 
is possible in game development. 

5.2. Development of APIs to automate development 

Moreover, in considering the challenges and opportunities uncovered in this 
exploration of AI-generated assets within game development, a pivotal 
recommendation emerges: the proposal to develop an integrated system. This system 
would leverage the APIs of various generative AI tools to automate the transformation 
of conceptual art into usable 3D models. By harnessing the capabilities of AI 
generators—such as Leonardo AI for text-to-image conversion, Alpha 3D and Luma 
AI for direct 3D model generation—this integrated platform aims to streamline the 
creative process, effectively bridging the gap between initial concept and game-ready 
asset. Such an integrated system promises not only to enhance the efficiency of the 
game development pipeline but also to democratize the design process. By automating 
the conversion of 2D concepts to 3D models, developers can more rapidly iterate on 
designs and focus on creative decision-making and refinement. This approach 
significantly lowers the technical barrier to entry for creators with varied skill levels, 
from novices to seasoned professionals, facilitating a broader participation in game 
development. 

The development of this system requires close collaboration between AI tool 
developers, game designers, and software engineers to ensure compatibility, user-
friendliness, and effectiveness in generating high-quality assets. The system should 
allow for customizability in the interpretative process, enabling creators to guide the 
generation towards desired aesthetics and specifications while maintaining the unique 
creative vision of each project. Implementing such an integrated system stands as a 
novel contribution to the field, potentially revolutionizing how game assets are created 
and refined. It represents a significant step forward in realizing the transformative 
potential of AI in game development, making the process more accessible, efficient, 
and creatively fulfilling. As generative AI tools continue to evolve, their integration 
into an automated, seamless pipeline will be instrumental in shaping the future of game 
design and development. 

6. Conclusion 

In the pursuit of understanding the transformative potential of Artificial 
Intelligence (AI) within the game development pipeline, this study embarked on an 
exploratory journey to integrate AI generators in conceptualizing and creating game 
assets. Given the burgeoning interest in AI across various sectors, particularly within 
creative industries, this exploration was motivated by the need to decipher the practical 
applications and limitations of AI tools in streamlining game design and development 
processes. The study’s inception was driven by a curiosity to navigate the uncharted 
territories of AI-assisted creativity, with an aim to enhance efficiency, innovation, and 
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accessibility in game development. 
The methodology employed involved a hands-on approach, utilizing a variety of 

AI tools for generating concept art and transforming these concepts into 3D models. 
Through a series of iterative experiments, the study unveiled the nuanced capabilities 
of text-to-image and image-to-3D AI generators. The results highlighted the potential 
of AI in generating diverse and imaginative concept art, demonstrating its utility in the 
conceptual phase of game design. However, the transition from concept art to usable 
3D models unearthed significant challenges. The AI-generated 3D models, while 
groundbreaking in their creation, were often marred by issues related to complexity, 
topology, and optimization for game engines. 

The significance of these findings for the field of game development cannot be 
overstated. The study sheds light on the innovative prospects of employing AI in the 
creative pipeline, potentially reducing the time and resources required for concept 
generation. Yet, it also casts a spotlight on the current technological and practical 
limitations of AI-generated 3D models, indicating a need for further development and 
refinement of AI tools to meet industry standards. This dual-edged outcome not only 
informs developers of the potential benefits and pitfalls of integrating AI into their 
workflows but also provides a foundation for further research and development in AI-
assisted game design. 

Looking ahead, the next stages for research are manifold. Future studies could 
focus on the development of more sophisticated AI algorithms capable of generating 
3D models that require minimal manual intervention and are optimized for game 
engines. Investigating AI’s ability to learn from feedback and improve over time could 
also yield insights into creating more efficient iterative design processes. Additionally, 
interdisciplinary research combining insights from computer science, game design, 
and cognitive psychology could enhance understanding of how AI can best support 
human creativity in game development. Ultimately, fostering a collaborative dialogue 
between AI developers and game designers will be crucial in harnessing the full 
potential of AI technologies, driving innovation, and shaping the future of game 
development. Thus, this exploratory study marks a pivotal step towards understanding 
the role of AI in game development. While it highlights the promising horizon of AI-
assisted creativity, it also underscores the need for ongoing research, collaboration, 
and technological advancement to fully realize AI’s potential in enhancing the game 
development pipeline. 
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