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Abstract: Text-to-video generation (T2V) has recently attracted more attention due to the 

wide application scenarios of video media. However, compared with the substantial advances 

in text-to-image generation (T2I), the research on T2V remains in its early stage. The 

difficulty mainly lies in maintaining the text-visual semantic consistency and the video 

temporal coherence. In this paper, we propose a novel distillation and translation GAN 

(DTGAN) to address these problems. First, we leverage knowledge distillation to guarantee 

semantic consistency. We distill text-visual mappings from a well-performing T2I teacher 

model and transfer it to our DTGAN. This knowledge serves as shared abstract features and 

high-level constraints for each frame in the generated videos. Second, we propose a novel 

visual recurrent unit (VRU) to achieve video temporal coherence. The VRU can generate 

frame sequences as well as process the temporal information across frames. It enables our 

generator to act as a multi-modal variant of the language model in neural machine translation 

task, which iteratively predicts the next frame based on the input text and the previously 

generated frames. We conduct experiments on two synthetic datasets (SBMG and TBMG) 

and one real-world dataset (MSVD). Qualitative and quantitative comparisons with state-of-

the-art methods demonstrate that our DTGAN can generate results with better text-visual 

semantic consistency and temporal coherence. 
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1. Introduction

Text is the symbolic carrier of information and human thought, while visual
content (images, videos, etc.) provides a way for humans to interact, understand, and 
learn about the world. In the human consciousness, there exists a semantic 
correspondence between text and visual content. Using deep learning to realize the 
mutual transformation between text and visual content [1–3] is of great research 
value. 

In this paper, we focus on the text-to-video generation (T2V) task. Specifically, 
given a piece of input text, we aim to generate a video that is realistic, coherent, and 
semantically consistent with the input text, as shown in Figure 1. It is widely used in 
various fields such as multimedia teaching, social media, virtual reality, etc. 

There are two key issues in this task: 1) text-visual semantic consistency and 2) 
temporal coherence across video frames. Several approaches have been proposed to 
address them. For the first issue, current T2V methods usually employ more loss 
constraints. For example, Balaji et al. [4] incorporated a text filter to the 
discriminators. Deng et al. [5] proposed a mutual-information introspection loss. 
However, the effect of loss constraints is limited. State-of-the-art T2I methods [6–8] 
have good capability in semantic consistency preservation while existing T2V works 
ignore the reference values of T2I methods. 
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Figure 1. Examples of video generated by our DTGAN on single-digit bouncing 
MNIST GIFs, two-digit bouncing MNIST GIFs and Microsoft research video 
description corpus, respectively. 

For the second issue, latest T2V methods made efforts in following aspects. For 
the generator, some works adopted 3D deconvolutional layers to capture the 
temporal information globally [9,10]; others [4,5,11] fused temporal process 
modules on the 2D deconvolutional layers to capture the temporal information in the 
latent space. For discrimination, works [4,9] adopted more discriminators that judge 
the results from video or motion perspective to improve the discriminative ability. 
However, existing methods fail to notice the seq2seq nature of T2V, whose solutions 
explore associations between sequence nodes and thus can help to improve the 
coherence across frames. 

To tackle the above issues, we propose a novel distillation and translation GAN 
(DTGAN), as shown in Figure 2. First, we leverage knowledge distillation (KD) to 
enhance text-visual semantic consistency. We investigate well-performing T2I 
methods for semantic consistency solutions and find that these solutions rely on deep 
deconvolutional layers and complex internal designs. Directly adopting them would 
greatly increase the computational load, so we innovatively use KD to exploit well-
performing T2I models indirectly. KD can transfer knowledge in model parameters 
from T2I model to T2V model, which serves as shared abstract features and high-
level constraints for each video frame, thereby improving the realism and semantic 
consistency of the whole video. Second, we propose a novel visual recurrent unit 
(VRU) to resolve video temporal coherence. It is suitable to adopt RNN for T2V task 
because T2V is inherently a seq2seq problem. We refine GRU as VRU to enable it to 
generate visual content and capturing temporal information. With VRU, our 
generator works as a multi-modal variant of the neural machine translation (NMT) 
decoder [12,13] that iteratively predicts the next frame based on the input and 
previously generated frames (Figure 3). 

In this way, we guarantee the temporal coherence of the generated frame 
sequences. 

To our best knowledge, we are the first to apply KD in T2V, which leverages 
the advantages of T2I models to deal with the challenge problem in T2V. 
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Specifically, our work has the following contributions: 
 We propose a teacher-aided semantic capture module that uses KD to transfer 

text-visual mapping knowledge from T2I model to T2V model. This helps to 
improve the semantic consistency of the generated videos. 

 We exploit a conditional visual model generator (cVMG) that contains a novel 
VRU to iteratively generate video frames with temporal coherence. 

 We provide quantitative and qualitative experimental comparisons to 
demonstrate the capability of our DT-GAN. We also conduct an ablation study 
to verify the effectiveness of each proposed component in our model. 

 
Figure 2. The overview of DTGAN. The VRU (green dotted box) enables our cVMG to iteratively translate text into 
frames. The KD mechanism (purple dotted line) provides shared abstract features and high-level constraints for each 
video frame. 

 
Figure 3. Comparison of NMT model and our DTGAN. The decoder of NMT is a 
language model that generates the target sentence “O1O2...Ok” conditioned on the 
input encoding. Since our result is of fixed length, the <END> node is excluded in 
our visual model. 
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2. Related work 

A. Text to image generation: 
Reed et al. [14] generated images from text by using GAN and implementing a 

text encoder that mapped text descriptions to the common feature space of the image. 
Based on this method, Zhang et al. [6] proposed StackGAN++ with stacked 
generators to generate higher resolution results. Xu et al. [7] proposed AttnGAN 
with the attention mechanism and a DAMSM to improve fine-grained details. Zhang 
et al. [8] employed hierarchically-nested discriminators at multi-scale intermediate 
layers of the generator to generate images of different resolutions. The generators of 
StackGAN++, AttnGAN, and HDGAN commonly employ deep deconvolutional 
layers and complex internal designs, which on the one hand, enable them to generate 
realistic single-object images (e.g., birds, flowers) that are semantically consistent 
with the input text, and on the other hand, bring a large computational load. 

B. Text to video generation: 
Early works used conditional GANs for T2V task. Pan et al. [9] adopted a 3D 

deconvolutional generator and three discriminators that judged the results from 
video, frame, and motion perspectives. Chen et al. [10] added attention mechanism 
to promote word-region level consistency. Kim et al. [15] generated one image first 
and then synthesized consecutive frames in further stages. 

There are also works that generate static background and dynamic foreground 
separately [16,17]. 

Recent works integrated temporal processing modules into the generators to 
promote temporal coherence. For example, Deng et al. [5] proposed recurrent 
transconvolutional generator (RTG), where LSTM cells were integrated with 2D 
transconvolutional layers. 

Mazaheri et al. [11] used linear interpolation to get the conditional latent 
representation for each frame. Balaji et al. [4] adopted a GRU in the latent space and 
a shared frame generator network similar to mocoGAN [18]. 

There are also works that take other strategies. Liu et al. [19] adopted a dual 
learning mechanism to learn the bidirectional mappings between input text and 
generated videos. In addition to generating videos from scratch, Gupta et al. [20] 
retrieved spatial-temporal entity segments from a video database and fused them to 
generate scene videos. Recently, some works adopted VQ-VAE to generate videos 
and achieved state-of-the-art performance [21,22]. 

C. Knowledge distillation: 
Knowledge distillation (KD) works in a teacher-student manner. It was first 

proposed by Hinton et al. [23], who clarified that the idea of KD is to allow the 
student model to achieve certain competitive performance by imitating the teacher 
model. The chosen teacher networks usually have privileged information that student 
networks do not have. For example, teachers have a deeper neural network or have 
more input data. 

We mainly review the works of KD involving GANs. There are three ways for 
transferring information between teacher and student. 

1) Pix-to-pix loss. Aguinaldo et al. [24] first showed how to use KD in GANs, 
which directly used MSE or L1 loss to guide the student generator through 
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minimizing the euclidean distance between the synthesized images of teacher and 
student. 

2) Perceptual loss [25]. Chen et al. [26] introduced it to GAN distillation, which 
used the teacher discriminator to measure the high-level distance between teachers 
and students as the perceptual loss. 

3) Intermediate feature distillation. Li et al. [27] added a learnable 
convolutional layer between the intermediate layers of student and teacher generators 
to achieve intermediate feature distillation. Jin et al. [28] adopted kernel alignment to 
directly force the intermediate feature representations from the two models to be 
similar. Li et al. [29] proposed to transfer the attention maps of the intermediate 
representations, as they contained more details. 

In our work, we innovatively use KD for transferring text-visual mapping 
knowledge to improve the generation capability of our model. 

3. Method 

Our DTGAN consists of four components: the text encoder network, the 
conditional visual model generator (cVMG), the discriminators, and the teacher-
aided semantic capture module. We first introduce these four components and then 
introduce the objective function. 

A. Text encoder: 
We employ a bi-directional long short-term memory (Bi-LSTM) [12] text 

encoder to extract semantic vectors from the input text. First, the input text with k 

words can be represented as a set of one-hot vectors 1 2{ , ,..., }kw w w . Then, the 

vectors are fed into a Bi-LSTM encoder to get the contextually embedded word 

sequence 𝐸 = {𝑒ଵ, 𝑒ଶ, . . . , 𝑒௞} . We treat the concatenation of the two last hidden 

states of the Bi-LSTM as the sentence vector e . caF in Figure 2 represents the 

conditioning augmentation [6] that converts the sentence vector e  to the 

conditioning text latent code �̄�௧௘௫௧ ∈ 𝑅ௗ೟೐ೣ೟.
 

B. Conditional visual model generator (cVMG): 
As shown in Figure 3, we generate frames in a way similar to NMT decoders 

[12,13]. Since GRU cannot generate images, we propose a novel visual recurrent 
unit (VRU) that can both generate visual content and capture temporal information. 
By adopting VRU, our generator acts as a conditional visual model that translates 
input text into frame sequences. 

Details of network: To generate a video with l frames, the cVMG has l timestep 

(Figure 2). Initially, we generate a random noise frame𝐿෠଴ ∈ 𝑅ௗ೎×ௗℎ×ௗೢ to act as the 

START node and use the concatenation of 𝑧 ∈ 𝑅ௗ೥~𝒩(0,1) and �̄�௧௘௫௧ 
text to get 

the initial state h0 of the GRU. The proposed cVMG consists of l visual recurrent 

units 1 2{ , ,..., }lVRU VRU V RU  and l frame generation modules 1 2{ , ,..., }lF F F . The 

VRU comprises a GRU cell, a fully-connected layer, and a 2D transconvolutional 
layer TConv. The F consists of an attention module Fattn [7,10] and another 2D 
transconvolutional layer. Note that the attention module here helps to enhance word-
region level fine-grained details. 
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At timestep t, the VRUt takes 1tL 
  as input and generates raw image tL . ht is 

updated by the GRU cell to represent the temporal information and the semantic 

features from input text. The raw image tL  is then sent to tF to generate the final 

output 𝑓ሚ௧ ∈ 𝑅ௗ೎×ௗℎ×ௗೢ  at timestep t. Here 𝑑௖ , 𝑑௛ , 𝑑௪  denote the frame channels 
number, frame height, and frame width, respectively. Specifically, 

1 1
ˆ ˆ, ( , ), 1, 2,..., ,

ˆ ˆ( , ( , )),

t t t t t

attn
t t t t t

L h V RU L h t l

f F L F E L

  

  (1)

where 𝐸 ∈ 𝑅ௗ೟೐ೣ೟×௞ denotes the feature matrix of all words. 

Finally, we put the generated frames 1 2{ , , ..., }lf f f    together to form a whole 

video 𝑉෨ ∈ 𝑅௟×ௗ೎×ௗℎ×ௗೢ. The overall process is: 

𝑉෨ = 𝑐𝑉𝑀𝐺(�̄�௧௘௫௧ , 𝑧). (2)

C. Discriminator networks: 
We use three discriminators to judge whether the output is real or fake from the 

following perspectives [9]: (1) the whole video, (2) the motion across adjacent 
frames, (3) each video frame. 

 Video discriminator videoD captures the global information over the entire video. 

It uses a 3D convolutional neural network to extract video-level features M. 

Then, we augment M with corresponding text embedding texte and feed them 

into a convolutional layer followed by a fully-connected layer with softmax to 
verify whether the video is semantically matched with the given text and 
whether it is fake or real. 

 Motion discriminator Dmotion processes the input video in a frame-wise way. 
We first extract frame-level features mt for each frame using 2D convolutional 
layers. Next, we continuously calculate the motion between two consecutive 

frames and get the set of {𝛥𝒎ଶ, 𝛥𝒎ଷ, . . . 𝛥𝒎௟}  to represent the information 
about the temporal coherence. Then we obtain frame motion discrimination 
through 2D convolutional layers and fully-connected layers. 

 Frame discriminator 𝐷௙௥௔௠௘does the same job as the teacher discriminator, so 

we adopt the teacher discriminator to act as 𝐷௙௥௔௠௘. 

D. Teacher-aided semantic capture module: 
We empirically observe that deeper deconvolutional layers and complex 

internal designs (e.g., stacked structure) enable generators to generate higher-quality 
images. However, applying these to T2V generators is impractical due to the high 
computational cost. Therefore, we choose a well-performing T2I network containing 
the techniques mentioned above as the teacher and distill knowledge from it to aid 
the T2V model in improving the realism and text-visual semantic consistency of the 
generated videos. In this way, we do not increase the computational cost too much. 

The key to using KD is how to measure the distance between the teacher and 
the student so that we can transfer knowledge by minimizing their gap. Since each 
generated frame has different motions, we do not use pixel-level direct knowledge 
transfer to avoid reducing the dynamics of the generated videos. The features of 
intermediate layers in the teacher network are useful as they contain rich information 
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about mappings from the text domain to the visual domain. 
We use the intermediate features as shared abstract features for video frames. 

We directly encourage similarity between teacher and student feature space through 
kernel alignment (KA) [28,30–32]. We also transfer the attention map [29,33] of the 
intermediate layer parameters, as such metric can well concentrate information. 
Furthermore, we convey perceptual information by using the teacher discriminator as 
high-level guidance, which helps our generator to generate results with better text-
visual semantic consistency and realism. 

Intermediate feature distillation: As illustrated in Figure 4, the intermediate 

layers selected for distillation are denoted as 𝒮௄஽. We perform distillations between 
the teacher generator and TConv in our VRU cell at each timestep. 

 
Figure 4. Teacher aids semantic capture module. We use kernel alignment (KA) and 
attention map to distill knowledge in the intermediate layers SKD. We use teacher 
discriminator to distill high-level features as perceptual loss. 

At timestep t, we transfer attention maps and encourage a direct similarity 

between their feature space through KA for 𝑇𝐶𝑜𝑛𝑣௧. The corresponding objective 
function is: 

𝐿௜௡௧௘௥೟
= −𝜆௄஺ ෍ 𝐾

௣∈𝒮಼ವ

𝐴(𝐺்
(௣)

, 𝑇𝐶𝑜𝑛𝑣௧
(௣)

) 

+𝜆஺௧௧ ෍ ‖

௣∈𝒮಼ವ

𝐴்
(௣)

‖𝐴்
(௣)

‖ଶ

−
𝐴்஼௢௡௩೟

(௣)

‖𝐴்஼௢௡௩೟

(௣)
‖ଶ

‖ଶ
ଶ 

(3)

where the minus sign is introduced as we intend to maximize feature similarity 

between student and teacher models, KA  and Att are pre-defined hyper-parameters. 

𝐺்
(௣)  and 𝐺்

(௣)  denote features of layer p from the teacher and student network. 

𝐴ீ೅

(௣) and ( )

t

p
TConvA  denote attention maps of layer p from the teacher and student 

network. ( )KA   is defined following [28], and attention maps A are obtained 

following [33]. 
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Finally, for a video clip with l frames, there are total l Tconv layers that need to 

be distilled. The overall objective function for intermediate feature distillation is: 

1

1
t

l

inter inter
tl 

 L L  (4)

Perceptual loss distillation: As illustrated in Figure 4, we use the teacher 
discriminator to extract features of images generated by the teacher and each 
synthesized frame as follows: 

𝐿௣௘௥௖೟
= 𝜆௣௘௥௖(𝐷෡்(𝑓ሚ் , �̄�௧௘௫௧) − 𝐷෡்(𝑓ሚ௧, �̄�௧௘௫௧))) (5)

𝐿௣௘௥௖ =
1

𝑙
෍ 𝐿௣௘௥௖೟

௟

௧ୀଵ

 (6)

where 𝜆௣௘௥௖  is a pre-defined hyperparameter, 𝑓ሚ் is the images generated by the 

teacher model conditioned on the input text, 𝑓ሚ௧ 
denotes the video frame generated at 

timestep t, and 𝐷෡் is the last convolutional layers of the discriminator of the teacher 

network. The teacher discriminator can effectively capture the manifold of the target 
domain. 

Our frame discriminator 𝐷௙௥௔௠௘ inherits the architecture and the pre-trained 

weight from the teacher discriminator for 64 × 64 resolution images following [27]. 
We fine-tune the weight of 𝐷௙௥௔௠௘ 

in the training process. Such an approach avoids 

the instability problem with randomly initialized weights in the early stage of 
training. 

E. Objective function: 
According to the above discussion, the overall objective function of the 

discriminator networks is as follows: 

,
video motion frameD D D D  L L L L  (7)

1
[log ( , )

3

log(1 ( , ))

log(1 ( , ))],

videoD video text

video text

video text

D V e

D V e

D V e



 

 

  

L

 (8)



2

2

2

1
log ( , )

3( 1)

log(1 ( , ))

log(1 ( , )) ,

[

]

motion

l

D motion i text
i

l

motion i text
i

l

imotion text
i

D e
l

D e

D e









  


  

  







m

m

m

L

 
(9)

1

1

1

1
log ( , )

3

log(1 ( , ))

log(1 ( , )) .

[

]

frame

l

D frame i text
i

l

frame i text
i

l

frame i text
i

D f e
l

D f e

D f e









 

 

 





 

L

 
(10)

Here V, V′ , Ṽ are real video, mismatched real video and our synthesized video, 

respectively. , , ii i
  m m m  are the motion features between the ith and (i − 1)-th 
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frames in video V, V′ , Ṽ, respectively. , ,i i if f f 
 

denote the ith frame in video V, V′, 

Ṽ, respectively. 

The training objective for the generator network cVMG is: 

,
v m fG G G G DAMSM inter perc     L L L L L L L  (11)

where interL and percL are defined in Equations (4) and (6). DAMSML
 
is the DAMSM 

loss [7] that enhances word-region level finegrained consistency. 
vGL , Lீ೘

, 
fGL are 

objective functions of typical GANs, which are defined as: 

1
log( ( , )),

3vG video textD V e  L  (12)


2

1
log( ( , )),

3( 1)m

l

iG motion text
i

D e
l 

  
  mL  (13)

1

1
log( ( , )).

3f

l

G frame i text
i

D f e
l 

   L  (14)

Note that pre-defined hyper-parameters 𝜆௄஺ , 𝜆஺௧௧ , and 𝜆௣௘௥௖  are used in 

Equations (3) and (5) to balance the objective. 

4. Experiment 

A. Datasets: 
SBMG. We adopt the modified version of Single-Digit Bouncing MNIST GIFs 

[5]. It is automatically generated from MNIST dataset by having a 28 × 28 single 
handwritten digit bouncing inside a 64 × 64 frame. It is composed of 12,000 GIFs of 
16 frames long. 

TBMG. Two-Digit Bouncing MNIST GIFs [5] is an extension of SBMG with 
two handwritten digits bouncing. The generation process is the same as SBMG and 
the two digits move separately. 

MSVD. Microsoft Research Video Description Corpus is a popular video 
captioning benchmark of YouTube videos. It contains 1970 video snippets with 
roughly 40 available English descriptions per video. We follow [9,10] to use the 
subset of 421 cooking videos, with 361 videos for training and 60 for testing. 

B. Experimental settings: 
Parameter settings. Each video clip has l = 16 frames. The hyper-parameters 

perc , KA , and Att  are set to 0.0001, 0.7, 60 for SBMG and TBMG, and 0.0001, 0.6, 

80 for MSVD, respectively. The learning rate is kept to 0.0002 in the beginning and 
linearly decayed to zero. For all experiments, we adopt the Adam optimizer with a 
tuple of beta values as (0.9, 0.999) for both generator and discriminator. 

Implementation details. We train each model on the GPUs of GeForce RTX 
2080Ti with a memory capacity of 11 GB. Due to limitations in GPU memory in the 
laboratory, it is not possible to generate longer video frames. Therefore, we generate 
videos with resolution 64 × 64 and 16 frames. 

For sentence encoding, the dimension of the input, hidden layers, output in bi-
LSTM are all set to 256. The dimension of the random noise variable z, i.e., dz is 

100. All weights were initialized from a zero-centered Normal distribution with 
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standard deviation 0.02. 
Evaluation metrics. We use FID [34] to evaluate the quality of a single frame. It 

measures the distances between real frames and the generated frames in the feature 
space. We also adopt FID2vid to measure both quality and temporal consistency of 
the whole video. A lower FID score or FID2vid score denotes a better quality of the 
generated results. 

We adopt the Generative Adversarial Metric (GAM) to directly compare two 
generative models by making them engage in a ”battle” against each other. Given 

two generative adversarial models 1 1 1{( , )}M G D    and 2 2 2{( , )}M G D   , the 

ratios are defined as: 

1 1 2

2 2 1

( ( )) ( ( ( )))
, ,

( ( )) ( ( ( )))
test

test sample
test

D x D G x
r r

D x D G x
 

 
 

ò ò

ò ò
 (15)

If rtest is close to 1, it means the two models have almost the same ability to 

recognize the real videos. Then if sample < 1, it means that G1 can fool D2 more 
easily (noted that this method is restricted for GANs, so VAE-based methods (e.g., 
Sync-DRAW [35]) are excluded from this comparison). 

C. Teacher network 
We choose AttnGAN [7] as our teacher network, which can generate single-

object images (e.g., birds, flowers) with high quality. Under the premise of 
maintaining the performance of AttnGAN, we slightly modify the realization of 
deconvolutional layers in the generators of AttnGAN to make it consistent with our 
TConv layers. Note that the generator of AttnGAN has seven deconvolutional layers 
and can generate images with resolutions 64 × 64, 128 × 128, and 256 × 256. 

D. Quantitative and qualitative evaluations 
1) Quantitative comparison via FID and FID2vid: As shown in Table 1, our 

DTGAN outperforms existing state-of-the-art methods. We get the best FID score, 
which means our generated videos have the best visual quality. The visual 
performance improvement over BoGAN and TFGAN is mainly attributed to the 
knowledge distilled from the teacher model. At the same time, our DTGAN also gets 
the best FID2vid score. The FID2vid score of TFGAN is inferior to DTGAN. 
Although TFGAN and DTGAN both integrate recurrent networks, our VRU is more 
suitable for T2V task, so it can generate more coherent videos. The overall results 
indicate that our DTGAN is capable of producing videos which not only contain 
realistic frames but also have temporal coherence over frame sequence. 

Table 1. Quantitative comparison via fid and fid2vid with state-of-the-art methods 
(64 × 64). 

Method 
SBMG TBMG MSVD 

FID FID2vid FID FID2vid FID FID2vid 

Sync-DRAW [35] 72.33 4.77 121.62 4.93 287.52 18.45 

TGANs-C [9] 67.67 4.59 61.77 5.20 192.44 14.85 

TFGAN [4] 40.76 298 38.92 3.55 103.03 9.71 

BoGAN [10] 7.57 3.12 48.31 4.22 74.55 9.85 

DTGAN (ours) 28.78 2.73 31.63 3.15 70.92 8.87 
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2) Quantitative comparison via GAM: For evaluation on GAM, we choose a 
more complex dataset MSVD for comparison, which can better reflect the 
performance of the model. From Table 2, the rsample scores are all less than one, 

indicating that our DTGAN can generate videos that fool the discriminators of other 
GAN-based methods. In other words, compared with the videos generated by other 
methods, ours are more realistic, more coherent, and more consistent with the text. 

Table 2. Quantitative comparison with gam metric on the MSVD dataset. When 

𝑟௧௘௦௧≈ 1, 𝑟௦௔௠௣௟௘< 1 means the former beats the latter. 

Battler 𝑟௧௘௦௧ 𝑟௦௔௠௣௟௘ Winner 

DTGAN vs. TGANs-C [9] 1.07 0.55 DTGAN 

DTGAN vs. TFGAN [4] 0.98 0.91 DTGAN 

DTGAN vs. BoGAN [10] 0.97 0.83 DTGAN 

3) Qualitative comparison: We provide a qualitative evaluation by comparing 
our DTGAN with GAN-based approaches [4,5,9,10], VAE-based approach [35], and 
VQVAE-based approach [21]. Figure 5a,b shows the results on SBMG dataset and 
TBMG dataset, respectively. It can be observed that digits generated by VAE (Sync-
DRAW) or 3D deconvolutional layer based generator (TGANs-C, BoGAN) still 
have slight motions in the unmentioned direction. Our model and state-of-the-art 
IRC-GAN and GODIVA models can all generate digit 9, 3 and 7 with correct motion 
and more stable shape even when the two digits 3 and 7 cluster together, while other 
earlier methods have slight distortions in several frames. Nevertheless, our model 
has lighter computational loads than IRC-GAN and GODIVA. Figure 5c shows the 
results on the MSVD. (We do not show the results of IRCGAN [5] and GODIVA 
[21] on the MSVD dataset, because they didn’t provide results on this dataset and 
their source code was not released). The videos generated by our DTGAN have 
clearer edges and less noise, as well as reasonable dynamics conditioned on the input 
text. The overall qualitative results demonstrate that our model achieves state-of-the-
art performance. 

E. Ablation study: 
We construct the baseline model by removing KD loss in the DTGAN model 

and replacing VRU in the generator with a simple GRU that only captures temporal 
information in latent space. Then we add the proposed modules one by one to verify 
their effectiveness. 

As shown in Table 3, the baseline model with these two retained modules are 
compared with our DTGAN via FID, FID2vid. The model with KD loss LKD has 
the worst FID2vid score (slightly lower than the baseline model). This is acceptable 
because KD loss can only improve the quality of each single frame. This model 
achieves the best FID score, which is a large improvement over the baseline model. 
It shows that KD loss has a significant effect on improving the image quality. The 
model with VRU achieves both improved FID score and FID2vid score compared to 
the baseline model. This means generator with our proposed module is more suitable 
for T2V task than a simple GRU. Finally, the whole model achieves the best or near-
best scores on both metrics, which demonstrates the effectiveness of our method. 
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Figure 5. Qualitative comparison on SBMG, TBMG, and MSVD. 

Table 3. Quantitative results of ablation study for different components of the 
proposed method, evaluated on SBMG. 

Method FID FID2vid 

Baseline 44.21 3.05 

With LKD 27.52 3.19 

With VRU 41.11 2.78 

LKD+VRU (ours) 28.78 2.73 

The videos generated by each ablation study are shown in Figure 6. 1) With the 
constraints of KD loss, all frames contain digit 2 with good shapes, while the digit 
still has slight motions in up and down directions. 2) We can also see that frames 
generated by the model with VRU can better reflect the motion of “right then left”. 
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But several frames containslight distortion. Finally, by using all the proposed 
modules, we combine the advantages of 1) and 2) and eliminate their disadvantages, 
thus meeting our expectations: semantically consistent across text-visual modalities 
and temporally coherent across video frames. 

 
Figure 6. Qualitative results of ablation study for different components of the proposed method, evaluated on MSVD. 

F. User study: 
Current existing automated evaluation metrics are useful but imperfect. So we 

conduct a user study to further evaluate our model. We invite 30 users to evaluate the 
text-visual semantic consistency and temporal coherence of the results (15 inquiries 
each part). We choose four different methods for comparison, namely Sync-DRAW 
[35], TGANs-c [9], TFGAN [4], and BoGAN [10]. 

All these methods are trained and tested on the TBMG dataset. We randomly 
select 75 videos from testing results in total, 15 for each method. 

For the semantic consistency evaluation, we randomly select six frames as the 
sample representations from each of the 75 video samples. In each inquiry, users will 
see five sample representations from the five methods, which are conditioned on the 
same input text. We ask the users to score the sample representations from 1 to 5, 
and a higher score means that the digits in the sample representations are more 
realistic and more consistent with the input text. We count the times of each method 
getting each score and show it in Figure 7a. For temporal coherence evaluation, 
users will see a sentence and its corresponding five GIFs in each inquiry. Scoring 
rules and the data collecting methods are the same as the semantic evaluation. Note 
that higher scores here indicate that the GIF image is more coherent. The results are 
shown in Figure 7b. From Figure 7, we can find that users think our generated 
videos are more coherent and more consistent with the given text than videos 
generated by the other four methods. 
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Figure 7. User study on TBMG dataset. User scores (anatomized and order randomized) from 5 (best) to 1. 

5. Conclusion 

In this paper, we have proposed a Distillation and Translation GAN (DTGAN) 
to generate videos from text. First, we use KD to promote text-visual semantic 
consistency through transferring intermediate layer information and perceptual 
information from a T2I teacher model. Second, we specially design a visual recurrent 
unit (VRU) for frame sequences generation. With VRU, our generator imitates the 
NMT models to synthesize frames iteratively and resolve temporal coherence. Our 
method has some limitations. It is difficult to align semantically with longer complex 
texts, which is a research direction for our future work. 
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