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ABSTRACT 

Immersive cultural performances with virtual-real fusion effects are the future development trend in the exhibition 

and stage industry. However, current virtual-real stage performances heavily rely on traditional sequential design and 

arrangements. During the performance, actors must move to specific positions based on the musical beat and execute 

predetermined actions with a pre-designed amplitude and frequency to synchronize with the fixedly played stage visual 

effects; otherwise, major performance accidents such as plot inconsistencies or continuity errors may occur. To address 

the problem, this paper introduces a real-time generation system for stage visual effects based on multi-view multi-person 

3D motion capture. The system utilizes multi-view 3D motion capture technique to achieve non-intrusive real-time 

interaction perception of target actors in the stage space. By perceiving the spatial position and performance actions of 

the target actors, corresponding stage visual effects are generated in real-time. This is followed by the seamless integration 

of sound effects and immersive high-definition display, ultimately realizing multidimensional real-time interaction 

between real actors and virtual visual effects in the stage space. We conducted an experimental virtual-real stage 

performance, lasting approximately two minutes, in a physical theater to validate the effectiveness of our proposed method. 

The experiment not only produced a unique innovative effect of blending stage and technology but also effectively 

enhanced the sense of presence and interactivity of the stage performance, providing actors with more freedom and control 

in their performances. 

Keywords: immersive stage performance; interactive generation of stage effects; non-intrusive multi-person motion 

capture; action recognition 

1. Introduction 

In recent years, with the integrated innovation and development of the cultural tourism industry, cultural 

performances have rapidly emerged as an emerging consumer experience format, gradually becoming the core 

experience of various cultural tourism destinations. A number of well-produced cultural performance programs 

have emerged, such as “Impression: West Lake” created by renowned Chinese director Yimou Zhang and 

“Romance of Song Dynasty” in the Songcheng Scenic Area in Hangzhou, China, as shown in Figure 1. 

These performance programs effectively promote an excellent traditional culture with Chinese 

characteristics and serve as the core experiential attractions of scenic areas, igniting the industry and attracting  
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Figure 1. Representative cultural live performances: “Impression: West Lake” and “Romance of Song Dynasty”. 

crowds. Traditional cultural performance forms lack innovative and real-time control methods, failing to meet 

the market and audience’s demand for the deep integration of advanced technology and modern cultural 

performances. Virtual-real performance techniques are considered an important approach to drive innovation 

in cultural performances, enabling more flexible, free, and creative forms of expression. However, current 

research on virtual-real fusion and rehearsal editing techniques, both domestically and internationally, mainly 

focuses on program simulation and lacks relevant research outcomes regarding the introduction of interactive 

events and the collection of multidimensional interactive sensing signals in live performances. Specifically, 

current domestic and international performances that combine virtual and real elements still heavily rely on 

traditional temporal design and arrangement. During the performance, actors need to position themselves at 

designated spots and perform predetermined actions based on the musical beats and pre-designed amplitude 

and frequency to synchronize with fixed playback of stage effects. Failure to do so may lead to plot mistakes 

and other significant performance accidents. This temporal requirement severely affects the presentation effect 

of stage art and restricts the development of innovative virtual-real fusion performance forms. 

To address the aforementioned problem, we have developed a real-time interactive generation system for 

stage effects based on multi-view 3D motion capture. It utilizes tracked actor positions and performance 

actions to control the coordinated triggering and real-time generation of stage effects. Firstly, camera 

parameters and layout schemes are analyzed and determined based on the characteristics of the stage 

environment to achieve high-quality video capture of performances. Secondly, we have developed a real-time 

generation system for 3D stage effects using a lightweight real-time multi-person 3D motion capture system 

and the Unity3D engine. In Unity3D, we have established a mapping relationship between the camera’s world 

coordinate system, where the captured objects are located, and the spatial coordinate system of the virtual stage 

effects content. Finally, a relatively simple and controllable performance environment has been designed and 

set up in the “Bianliang Yimeng” theater at Zhejiang Hengdian World Studios scenic area. A 2-minute 

experimental stage performance has been choreographed, where the actor positions and actions, which are 

captured in real-time, are employed to control the real-time generation and coordinated triggering of stage 

effects. Experimental results have demonstrated that our developed real-time stage effects system achieves a 

unique fusion of stage and technology, enhancing the sense of presence and interactivity of stage performances 

while providing actors with more freedom and control over their performances. 

2. Related work 

Common motion capture methods often require the use of specific equipment or sensors, including optical 

sensors, magnetometers, inertial sensors, acoustic sensors, and pressure sensors. Optical motion capture 

technology[1–4] places reflective optical markers at human body joints and calculates their positions in space 

based on triangulation principles (i.e., if a point on the human body can be captured by two cameras 

simultaneously, its three-dimensional spatial coordinates can be determined). This technology is precise and 
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efficient but expensive. Magnetometer-based motion capture technology[5] uses magnetic field induction to 

detect the current position and orientation of joints. It has high power consumption, high cost, and sensitivity 

to metal objects in the environment. Inertial sensor motion capture technology[6,7] measures joint rotation angle 

by placing gyroscopes or accelerometers on human limbs. Its main disadvantage is that the measurement result 

significantly drifts with increasing capture time. Acoustic motion capture technology[8-10], on the other hand, 

attaches ultrasound pulse emission markers to specific parts of the human body and calculates their position 

based on sound reception time. In addition, some hybrid motion capture technologies combine multiple sensors 

or cameras to compensate for their respective shortcomings. 

In addition, some hybrid motion-capture technologies combine multiple sensors or cameras to make up 

for their shortcomings. Examples include combining inertial and acoustic sensors to achieve precise motion 

capture[11], using monocular cameras to correct the drift error of inertial sensors[12], using deep learning 

techniques to estimate the position of the human body in space to make up for the absence of inertial sensors 

that can only measure human posture[13,14], and using three depth cameras and two pressure sensors to record 

human motion data[15]. 

The aforementioned motion capture techniques, however, frequently call for wearing particular apparatus, 

which is inappropriate for stage actors who must wear costumes for performances. Therefore, for our 

application scenario, vision-based motion capture techniques are preferable. With vision-based motion capture, 

the movements of actors are only captured by capturing RGB image data from cameras, not by having actors 

wear special equipment. One common strategy is to directly estimate the 3D skeletal structure of the human 

body from a monocular camera[16]. However, due to occlusions and inherent depth ambiguities in single-view 

images, these methods often struggle to generate high-quality 3D human pose estimation results. To address 

this issue, many recent works utilize multiple viewpoints to estimate the 3D skeletal structure of the human 

body, using information from multi-views[17,18] to compensate for the limitations of single-view approaches. 

3. Real-time generation system of virtual-real stage effects 

3.1. Stage environment analysis and camera layout 

In order to build a real-time interactive generation system for stage visual effects based on a multi-view 

3D motion capture system for the physical stage performance environment, we conducted field research at the 

“Bianliang Yimeng” theater in the Hengdian World Studios scenic area in Zhejiang. We summarized and 

analyzed some basic characteristics of the physical stage environment: 

(1) The width, height and depth of typical stage spaces are usually not less than 16 m × 10 m × 16 m. 

(2) A physical stage typically has a wooden floor that vibrates a lot while performances are taking place. 

(3) There are various equipment stands (such as projection screens) around the stage, with multiple 

entrances and exits for actors, and various performance props are usually present on the stage. 

(4) The lighting on the stage frequently and dramatically changes while performances are taking place, 

with actors running and overlapping each other. 

According to the characteristics of the stage environment mentioned above, we positioned cameras in 

various locations on the concrete floor in front of and to the sides of the stage to detect motion and track actors’ 

positions. By using this method, camera position changes brought on by stage tremors during performances 

are avoided, which could ruin the previously calibrated camera parameters. Actor occlusion issues have a 

negative effect on the motion capture algorithm, but using complementary multi-view information can help 

mitigate this effect. Moreover, due to dramatic changes in stage lighting during performances, when capturing 

large areas using a camera, the images can easily become too bright or too dark. However, by using a multi-
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camera layout, each camera is responsible for observing only a small fixed area of the stage, thus avoiding 

overly bright or dark images. 

Furthermore, we have condensed the following camera selection criteria by contrasting the shooting 

outcomes of various cameras in the physical stage performance environment: 

(1) Dynamic range: The dynamic range describes how well a digital camera can simultaneously capture 

details in both dark and light areas. Richer details can be captured in the image with a higher dynamic range. 

We discovered that stage lighting frequently changes dramatically, and regular cameras may not have enough 

dynamic range to support these quick changes in lighting, which can result in overexposure problems, as shown 

in Figure 2. 

(2) Color depth range: When dark light or light contrast is strong, ordinary cameras are prone to noise, 

automatic exposure failure, and insufficient tolerance, as shown in Figure 3. 

 

Figure 2. Testing the camera’s dynamic range in a live stage lighting environment. 

 

Figure 3. Testing the camera’s color depth range in a live stage lighting environment. 

Based on the experimental tests and analysis, we have chosen a cost-effective camera, the Panasonic 

GH5S mirrorless camera, for data collection in the system. This camera provides clear imaging and strong 

color depth rendering, offering image quality consistent with high-performance DSLR cameras. It not only 

avoids overexposure issues under stage lighting but also provides rich color depth, ensuring the system can 

capture multi-view data of higher quality. This helps to avoid low-quality actor motion capture caused by data 

quality issues. 

We employed the classical planar chessboard calibration method to obtain the camera’s intrinsic and 

extrinsic parameters. Considering that the corners of the calibration board may not be detected properly when 

the board is too blurry due to its distance from the camera, we used an enlarged calibration board with 

dimensions of 1.1 × 0.8 m, as shown in Figure 4. 
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Figure 4. Using a black and white chessboard for camera calibration in a scaled stage space. 

3.2. Non-intrusive multi-target actor 3D human motion capture 

To achieve non-contact multi-target 3D actor motion capture, we designed and implemented a lightweight 

real-time multi-person 3D motion capture system based on multiple views[19], as shown in Figure 5. 

 

Figure 5. Non-intrusive multi-target actor 3D motion capture. 

The system does not have specific requirements for the background and dressing of objects in the scene. 

Its core algorithm is a robust multi-view multi-person 3D pose estimation method. The algorithm consists of 

three processing steps: (1) detecting the 2D human poses of people in each view; (2) associating the 2D human 

poses of individuals in various views; (3) reconstructing the 3D human poses of each individual. This algorithm 

fully utilizes the complementary nature of multi-view information to lessen the impact of occlusion on motion 

capture, ensuring the accuracy of 3D human motion capture. As shown in Figure 6, based on the algorithm’s 

processing steps, the system mainly consists of four modules: data acquisition module (M0), camera calibration 

module (M1), algorithm processing module (M2), and main control module (M3). The main functions of each 

module are as follows: 

(1) Module M0, the data acquisition module, is responsible for connecting SDI video capture cards and 

synchronizing data from multiple cameras, ultimately achieving real-time output of multi-view data for each 

frame. 

(2) Module M1, the camera calibration module, uses the images of planar chessboards captured by the 

cameras through module M0 to calculate the intrinsic and extrinsic parameters of all cameras using camera 

calibration algorithms. 

(3) Module M2, the algorithm processing module, sequentially receives multi-view data frames from 
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module M0 and processes them to generate real-time 3D human motion poses for all target objects in each 

frame. 

(4) Module M3, the main control module, is mainly responsible for integrating various modules and 

organizing related data. 

 

Figure 6. Software modules and their structural relationships of the 3D motion capture system. 

The algorithm processing module M2 primarily entails data preprocessing, including procedures like 

image undistortion and YUV to RGB conversion. A multi-view, multi-person 3D pose estimation algorithm is 

also included. This algorithm entails four processing steps: data preprocessing, multi-person 2D pose detection 

in each view, cross-view association of 2D poses, and reconstruction of 3D human poses. In order to get 

excellent results, we also employ a top-down multi-person 2D pose detection algorithm for the 2D pose 

detection step. The algorithm first extracts the 2D bounding boxes of each person in the view, then segments 

the individual body images based on the 2D bounding boxes and performs single-person 2D pose estimation 

on each body image separately. Therefore, we further divide Module M2 into the following five sub-modules: 

data preprocessing, 2D body bounding box detection, single-person 2D pose estimation, cross-view association 

of 2D poses, and reconstruction of 3D human poses. Through this modular design, not only can the complexity 

of system maintenance and expansion be effectively reduced, but it also facilitates efficient optimization of 

each module in the system. 

3.3. Real-time interactive generation of stage visual effects 

Based on the captured 3D positions and performance actions of the target actor, the system recognizes 

the actions and triggers corresponding stage effects. First, we pre-record specific actions of the actor in the 

system. Specifically, we take a sequence of 15 continuous frames of 3D human body skeleton poses captured 

by the system as one action sequence, and use the ST-GCN++ action recognition deep network model[20] to 

output a corresponding action feature vector. During the live stage performance, the system captures the real-

time 3D performance actions of the target actor and inputs the obtained action sequence into ST-GCN++ to 

obtain the corresponding action feature vector. By calculating the real-time action feature vector of the target 

actor and the pre-recorded specific action feature vectors, we can determine whether the target actor is currently 

performing a pre-recorded specific action, and then trigger and display the corresponding stage effects. 

The position coordinates of the target actor captured by the system must be converted into the 3D stage 

modeling space in order for the stage effect content to be displayed on the screen in the same position as the 

target actor. This is necessary because the coordinate system used to calibrate the camera beneath the stage 

scene differs from the coordinate system used to create the stage space in Unity3D. Assuming that the stage 

coordinate space is P and the 3D stage modeling space is C, we know the origin position of coordinate space 

C and the three unit coordinate axes in coordinate space P. We need to be able to transform a point or vector 

AC represented in coordinate space C into a point or vector AP represented in coordinate space P. Conversely, 
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we also need to transform a point or vector BP represented in coordinate space P into a point or vector BC 

represented in coordinate space C: 

𝐴𝑃 = 𝑀𝐶→𝑃𝐴𝐶 

𝐵𝐶 = 𝑀𝑃→𝐶𝐵𝑃 

where MC→P represents the transformation matrix from coordinate space C to coordinate space P, and MP→C 

represents its inverse matrix. If we know the representation of the three coordinate axes of the coordinate space 

C under the coordinate space P, xC, yC and zC (these are three basis vectors, for example, xC = (xCx, xCy, xCz)), 

and their origin position OC, then the transformation matrix from C to P, MC→P, is given by: 

𝑀𝐶→𝑃 = [

𝑥𝐶𝑥 𝑦𝐶𝑥 𝑧𝐶𝑥 𝑂𝐶𝑥
𝑥𝐶𝑦 𝑦𝐶𝑦 𝑧𝐶𝑦 𝑂𝐶𝑦
𝑥𝐶𝑧 𝑦𝐶𝑧 𝑧𝐶𝑧 𝑂𝐶𝑧
0 0 0 1

] 

Next, we explain how to obtain the basis vectors xC, yC, and zC in coordinate space P. As shown in Figure 

7, we first determine the three-dimensional coordinates of four points in coordinate space C, namely PC0, PC1, 

PC2, and PC3. Then, these points are projected onto the stage space through the stage curtain. By using the 

camera parameters, we can solve for their corresponding three-dimensional coordinates in the stage space, 

denoted as PP0, PP1, PP2, and PP3, respectively. Since PP2 only differs from PP1 in the x-axis direction, we can 

obtain the basis vector xC by subtracting the coordinates of these two points: 

𝑥𝐶 = 𝑃𝑃2 − 𝑃𝑃1 

In a similar way: 

𝑦𝐶 = 𝑃𝑃3 − 𝑃𝑃2 

By using the average of the two sets of basis vectors as the final basis vectors, we can minimize the error 

that may have occurred during the manual selection of PP0, PP1, PP2, and PP3. Consequently, we have: 

𝑥𝐶 =
(𝑃𝑃2 − 𝑃𝑃1) + (𝑃𝑃3 − 𝑃𝑃0)

2
 

𝑦𝐶 =
(𝑃𝑃0 − 𝑃𝑃1) + (𝑃𝑃3 − 𝑃𝑃2)

2
 

The basis vector zC should be perpendicular to the plane formed by xC and yC, and it is obtained by taking 

the cross product of xC and yC. Additionally, we will take PP1 as the origin OP in coordinate space P. Finally, 

we can calculate the transformation matrix MC→P and its inverse matrix MP→C accordingly. 

 

Figure 7. Illustration of projected coordinate points. 
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4. Experimental results 

4.1. Stage design 

We collaborated with performance art experts from Zhejiang Hengdian Film and Television City to design 

an experimental mixed reality stage performance titled “Bianhe—Love of the Boatman”. The plot of this 

performance segment is relatively simple: on the banks of the Bianhe River, the boatman’s wife and the 

boatman are bidding a reluctant farewell. During the dance choreography, the background stage effects depict 

a scene from the painting “Along the River During the Qingming Festival”. The Bianhe River glistens, with a 

wooden boat floating on it, and fish swimming around the boat. During the performance, there will be five 

actors: one female actor (the boatman’s wife) and four male actors (the boatman and his colleagues). They will 

elegantly dance by the side of the Bianhe River, while the wooden boat in the river will follow the movements 

of the female actor. When the female actor performs a side kick, it will trigger an animation of fish leaping out 

of the river. 

4.2. 3D stage modeling and simulation 

We use the Unity3D engine for real-time rendering of 3D stage art modeling in accordance with the design 

of the stage art content. As shown in Figure 8, the stage modeling consists of four elements: riverbank houses, 

river water, wooden boats, and a school of fish. The background houses are selected from the painting “Along 

the River During the Qingming Festival” with the water surface removed. The river water is rendered in real-

time using a water surface shader, including the bubbles generated by the movement of the wooden boat and 

the school of fish, as well as their reflections on the water’s surface. A fish swarm algorithm in the engine 

simulates the movement of the school of fish. Based on the pre-set action number received, the fish swarm’s 

control algorithm synchronizes the fish leaping effect with the actress’s movements. The motion capture 

system uses the actress’s position to determine the position of the wooden boat as it moves, creating an 

interactive effect where the boat moves in sync with the target actress. 

 

Figure 8. Illustration of stage design modeling. 

4.3. Real-time generation and collaborative triggering of stage visual special effects 

During the live stage performance, the 3D motion capture system captures the three-dimensional 

performance actions and spatial positions of the target actors in real-time. The captured information is then 

transmitted to the stage effects system developed in Unity3D engine via the TCP network protocol. The stage 

effects system continuously receives the target actor’s information from the motion capture system and updates 

the position of the wooden boat in real-time based on the target actor’s position information. It also triggers 

specific stage effects based on the target actor’s action information. For example, when the target actress 



Metaverse | doi: 10.54517/m.v4i2.2336 

9 

performs a side kick, the school of fish leaps. Some experimental results are shown in Figure 9 and Figure 

10. These results show that the suggested technique is capable of achieving real-time and accurate perception 

of the three-dimensional performance actions and spatial positions of the target actors in the stage space. It 

allows for the real-time generation and coordinated triggering of stage effects based on how the performance 

of the target actor interacts with the stage effects. The conventional sequential stage performance mode is 

broken by this novel approach. The stage and technology are uniquely combined, the sense of presence and 

interaction on stage is improved, and actors have more creative freedom and control over their performances. 

 

Figure 9. The target actor’s actions trigger stage effects. When the motion capture system captures the actress lifting her leg, the 

stage effects system generates real-time animation content of a school of fish leaping and projects it. The two rows correspond to 

different times. 

 

Figure 10. The stage content is updated in real-time based on the target actress’s position. As the actress changes her position, the 

small wooden boat will move in real-time accordingly. 

4.4. Discussion 

With the support of this system, the actor does not need to appear in a fixed position during the 

performance, and the special effects screen will change with the position and action of the actor. We call this 

kind of virtual-real interaction method “high redundancy event-driven virtual-real interaction”. Different from 

the traditional way of virtual and real interaction, the effect of stage art is not a pre-made video but a real-time 

rendering picture, and it is the stage art with the actor rather than the actor with the stage art. This kind of 

virtual and real interaction not only frees the actors from repetitive rehearsal tasks but also increases the 

redundancy of the performance and allows the actors to have a certain freedom to play. As shown in Figure 

11, the two pictures correspond to two different performances of the same piece of act, and in the pre-designed 
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performance arrangement, the actress starts from the right end and walks to the center of the stage, and the 

boat follows the actress all the way. The actress does not stand in the same position in the two performances, 

but the boat is still in the correct position with her. If the pre-rendered video interaction is used, the change of 

the actress’s position will lead to continuity errors in the scene. 

 

Figure 11. High redundancy event-driven virtual-real interaction. 

After the application of the system in the production of “Bianliang Yimeng” in Hengdian World Studios, 

it saves about one-third of the rehearsal time and more than one-quarter of the capital cost. The general manager 

of Hengdian Studio Art Troupe also highly recognized the system effect. 

5. Conclusion 

In view of the problem that the current cultural performances combining virtual reality still rely heavily 

on the sequential design and arrangement in the early stage of creation, and the actors need to rehearse 

repeatedly according to the rhythm of the music to match the stage content and special effects, we propose and 

realize the real-time generation system of virtual-real stage visual special effects based on multi-view 3D 

motion capture technology. It can control the collaborative triggering and real-time generation of the stage 

visual special effects by tracking the target actor’s positions and performance motions. Experimental results 

demonstrate that our proposed system enhances the sense of presence and interactivity in stage performances, 

providing actors with more freedom and control over their performances. It achieves a dynamic integration of 

stage content driven by actor performances. 
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