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ABSTRACT 

The advancement of hardware and computing power has enabled deep learning to be used in a variety of fields, 

particularly in AI medical applications in intelligent medicine and medical metaverse. Deep learning models are aiding 

in many clinical medical image analysis tasks, including fusion, registration, detection, classification and segmentation. 

In recent years, many deep learning-based approaches have been developed for medical image recognition, including 

classification and segmentation. However, these models are susceptible to adversarial samples, posing a threat to their 

real world application and making them unsuitable for clinical use. This paper provides an overview of adversarial attack 

strategies that have been proposed against medical image models and the defense methods used to protect them. We 

assessed the advantages and disadvantages of these strategies and compared their efficiency. We then examined the exist-

ing state and restrictions of research methods involving the adversarial attack and defense of deep learning models for 

medical image recognition. Additionally, several suggestions were given on how to enhance the robustness of medical 

image deep learning models in intelligent medicine and medical metaverse. 
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The medical metaverse and intelligent medicine 

will solve the problems of improving the uneven distri-

bution of medical resources and the inefficient treat-

ment. However, as the most important medical image 

recognition model in the medical metaverse and intelli-

gent medicine, its safety is crucial. If its safety can-

not be guaranteed, it will greatly hinder the develop-

ment of the medical metaverse and the promotion of 

intelligent medicine. Ma et al.[1] contributed to the 

knowledge of contrastive examples in medical imaging, 

raising questions about the applicability of deep learn-

ing-based systems for classifying medical images. Li et 

al.[2] proposed an unsupervised learning technique for 

identifying malicious attacks on medical images. This 

approach does not require labeled data for detection. 

Paul et al.[3] introduced a method for defending adver-

sarial attacks on lung nodule malignancy prediction. 

Park et al.[2] present a distinctive and successful safe-

guard approach for segmentation models against adver-

sarial attacks in medical imaging. Park et al. [4] had de-

veloped a novel and highly effective security 

architecture for medical imaging segmentation models 

in order to reduce vulnerability to adversarial attacks. 

Li et al.[5] presented a robust Artificial Intelligence (AI) 
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framework for medical imaging. This framework 

was based on SSAT and UAD, and incorporates a novel 

metric for measuring adversarial risk. The proposed 

setup serves to reduce the repetition rate and improve 

protection from attacks. Minagi et al. [6] assessed if 

DNNs used for medical image classifications (i.e. skin 

cancer, referable diabetic retinopathy, and pneumonia) 

are vulnerable to universal adversarial perturbations 

(UAPs) when employing transfer learning. Apostolidis 

et al.[7] proposed digital watermarking as a possible so-

lution for black-box adversarial attacks. They presented 

a convincing viewpoint on this. They introduced a 

novel adversarial attack, called watermarking attacks, 

and investigate the potential of utilizing digital water-

marking as a protection against them. They also exam-

ined how this approach could be used to reduce the fre-

quency. Apostolidis et al.[7] pointed out a major issue, 

as the heavy application of watermarks for safety rea-

sons could potentially be a hazard for vision systems. 

Finlayson et al.[1] , Winter[8] , Desjardins et al.[9] , and 

Yao et al.[10] explored the potential of a new adversarial 

example defense system called Medical Aegis. Re-

search indicates the necessity of continuing to look into 

safety concerns surrounding AI models in healthcare 

and creating defensive strategies against adversarial at-

tacks[11] . Selvakkumar et al.[12] investigated the effects 

of adversarial attacks on smart healthcare systems and 

found that they can have a significant impact. To defend 

against model inversion attacks, Khowaja et al. [13] sug-

gested using the proximal gradient split learning (PSGL) 

method. The risk of adversarial attacks prevents DNNs 

from being used for significant tasks such as diagnosis, 

however, this is likely to be mitigated due to the diffi-

culty of obtaining medical images, which are often nec-

essary for such attacks, as privacy and security needs 

to be maintained. Minagi et al.[6] found that medical 

deep neural networks (DNNs) using transfer learning 

are still susceptible to adversarial attacks even when 

natural images are not accessible. Rodriguez et al. [14] 

explore the impact of model complexity on adversarial 

scenarios. Jin et al.[10] proposed utilizing a data poison-

ing strategy from backdoor attack classification to in-

crease the efficacy of FedGAN. Xu et al. [15] developed 

a Durable and No-Retraining Diagnostic Framework 

for Medical pretrained models that is resistant to adver-

sarial sample. 

1. Related works

Kos et al.[16] investigated an innovative approach

to the issue of adversarial attacks on deep reinforce-

ment learning policies. Although many existing adver-

sarial attacks can only mislead a black-box model, they 

have a relatively low success rate. Dong et al. [17] offered 

a wide set of momentum-based iterative procedures to 

heighten adversarial attacks in order to reduce the rate 

of repetition. Recently, LaVAN and Adversarial Patch 

have been implemented, introducing a new challenge to 

deep learning security. These techniques introduced ad-

versarial noise, focused at a specific region of an image, 

while leaving out important features. This leaded to 

high-frequency changes in that area, while the rest of 

the image remains untouched, Naseer et al. [18] created 

an approach for accurately estimating the adversarial 

noise’s position in the gradient domain and transform-

ing the high activation regions caused in the image do-

main, with minimal impact on the essential object for 

classification. Dai et al.[19] suggested a gradient-based 

search method to generate the adversarial noise patches. 

IDSGAN, a generative adversarial network framework, 

was proposed to create adversarial malicious traffic 

records, aiming to fool deep learning models and evade 

intrusion detection systems. This process was done by 

altering the combination of data. Lin et al. [20] Qiu et 

al.[21] strived to provide an overview of the most recent 

developments in deep learning concerning adversarial 

attack and defense strategies. Dong et al. [22] proposed a 

translation-invariant attack technique to produce trans-

ferable malicious samples capable of evading defense 

models. Laidlaw et al.[23] presented TextAttack, a Py-

thon framework for creating adversarial examples, aug-

menting data, and training models resilient to adversar-

ial attacks. This framework was part of a novel class of 

threat models, known as functional adversarial attacks, 

which aim to reduce the rate of repetition and 

strengthen the fooling of machine learning models. 
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Figure 1. The bottom row of the scene shows the variation in losses depending on the corresponding input examples in the top 

row. The x and y-axes of the loss landscape graphs are denoted by 𝜖1 and 𝜖2, which indicate the magnitude of perturbations that 

have been injected into two adversarial directions and 
⊥

 respectively: = + 𝜖1 + 𝜖2
⊥

 , where is the adversarial direction (sign of

the input gradients) and 
⊥

 is the adversarial direction found from the surrogate models. The 𝑧-axis of the loss landscape, or the

classification loss, is more pronounced when highly parameterized deep networks are used for medical images rather than natur al 

images[1]. 

2. Attacks to medical image learn-

ing model

In recent times, deep learning has been widely 

used in healthcare. Studies have revealed its suscep-

tiblity to adversarial sample attacks, similar to those 

targeting deep learning models for natural images. 

2.1. Classification 

Xing et al.[1] discovered that DNNs are more 

prone to adversarial samples than natural image 

models. DNNs have demonstrated their effective-

ness in achieving near-human performance on var-

ious image analysis tasks, including image classi-

fication, object identification, image retrieval, and 

3D analysis. Constructing adversarial samples on 

medical images is likely to be harder than on non-

medical images because of several reasons. Medi-

cal images often feature intricate biological tex-

tures, creating a high number of regions that are 

sensitive to minor adversarial noises. Additionally, 

the utilization of outstanding DNNs developed for 

natural image processing on medical imaging tasks 

can result in an unpredictable interpretation. This 

complexity produces a steep loss landscape, mak-

ing medical images highly vulnerable to such at-

tacks. Attacks such as BIM (Basic Iterative 

Method), PGD (Project Gradient Descent) and 

CW[41] are particularly successful with minimal 

perturbations of 𝜖 < 1.0/255. This makes attacking 

medical imaging simpler than attempting to com-

promise images from datasets like CIFAR-10 and 

ImageNet, which necessitate a much greater de-

gree of distortion. In order to be successful with 

targeted attacks, it is usually necessary to have a 

perturbation of 𝜖 > 8.0/255. The author increases 

𝜖1 and 𝜖2 from 0 to 8.0/255, visualizing the classi-

fication loss curve for each combination in Figure 

1. 

Attention maps were also created using Grad-

CAM to illustrate the contribution of the key areas 

in the image to the network output (Figure 2). The 

AUC of excellent detectors on medical images was 

usually lower than 80% in the face of certain at-

tacks like FGSM and BIM, suggesting that adver-

sarial examples can be easier to spot in this field. 

The author studied the efficacy of deep features 

and their quantized versions in detecting adversar-

ial examples. Mini-batches of 100 were taken to 

extract the detection features. To help Visualize the 

contrast between adversarial and regular features, 

the author provided a graph in Figure 3 of the two-

dimensional representations of the deep features. 

Figure 1 reveals that adversary-crafted fea-

tures were nearly linearly distinguishable when the 

data had been through a non-linear transformation, 

which contrasted to natural images that can be dif-

ficult to divide even in the presence of a non-linear 
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transformation. Figure 4 illustrated that the fea-

tures of adversarial samples are very similar to 

those of normal samples. However, deep fea-

ture-based methods were limited in terms of 

providing protection[24] . 

The author delved into why deep learning 

medical systems can produce incorrect results 

when confronted with adversarial examples, as 

well as the challenges that arise from creating and 

recog-nizing such adversary samples on medical 

images which are much more intricate than natural 

images (Figure 5) . This can encourage the devel-

opment of more efficient defensive measures to 

enhance the resilience of healthcare systems to 

malicious attacks.

Figure 2. The network’s focus on normal images (top row) is contrasted with its attention on adversarial images (bottom row), 

when using the Grad-CAM technique to calculate the attention maps [1]. 

Li et al.[2] put forward a detection approach 

for adversarial images that can effectively resist 

adversary samples on medical image classification 

models. This method employed features from the 

CNN classifier, allowing us to detect adversarial 

images that have been tampered with at the feature 

level. But when the author use the black-box set-

ting, the substitute classifier used to create the ad-

versarial image may be distinct from the original 

CNN classifier. Adding a detection system such as 

MGM to a white-box environment can have a sig-

nificant impact on reducing repetition and rewrit-

ing data. It has also been found to provide more 

accurate classification results for hybrid clean and 

adversarial samples than if convolutional neural 

Networks classification model was tested on clean 

images alone, as the detection module eliminates 

all adversarial images. In order to reduce the rate 

of repetition, and to make a dramatic alteration to 

the text, it is necessary to ensure that the classifi-

cation performance of the system remains uncom-

promised when using a clean dataset. This paper 

proposes a detection module for medical imaging 

classification systems that can accurately identify 

adversarial images based on high-level features 

from clean images. These features, which are typ-

ically located at the extremes of the distribution, 

are hard for a standard CNN classifier to recog-

nize, but can be detected by the module. This way 

does not require any prior understanding of attack 

techniques or changes to the CNN design. Its ef-

fectiveness has been tested under white-box 

and black-box circumstances using a standard 

chest X-ray dataset. This method does not require 

expertise in attack methods or changes to CNN ar-

chitecture. It has been tested in both white-box 

and black-box scenarios on a regular chest X-ray 

dataset, demonstrating its usefulness. Additionally, 

it is adaptable enough to be integrated with other 

protection strategies and applied to various medi-

cal imaging scenarios with different image types. 

It is anticipated that the implementation of this 

method will significantly improve the security of 

medical imaging classification systems relying on 

4



Hu, et al. 

deep learning. 

Figure 3. A graph showing a 2D representation of unaltered and changed features from the second -to-last densely connected 

layer of a DNN design. Every row is a set of data, each column is an attack, with blue/orange providing a visual cue for dist in-

guishing between normal/malicious samples[1]. 

In an effort to guarantee the accuracy of medical 

diagnosis, it is essential to measure the strength of 

medical DNNs in the face of adversarial interference. 

It is important to assess the efficacy of these tasks, 

since DNN are commonly used in medical image 

classification to offer auxiliary information in clini-

cal diagnosis. Earlier works have investigated basic 

adversarial samples. The loophole of deep neural 

networks to powerful and aggressive attacks, like 

universal adversarial perturbation (UAP), a single 

adversrary noise capable of disrupting DNN perfor-

mance in almost all Categorize tasks, has been inves-

tigated. Hirano et al.[25] performed experiments on 

three DNN-based medical image classifications: skin 

cancer identification through photography, lung nod-

ule detection from CT scans, and brain tumor recog-

nition from MRI scans. Investigate the susceptibility 

of skin malignancy, diabetic eye condition, and 

pneumonic categorizations to the seven model archi-

tectures of UAPs in order to reduce the occurrence 

rate. DNNs are demonstrated to be susceptible 

to both nontargeted UAPs, resulting in an incorrect 

class assignment for an input, and targeted UAPs, 

causing the DNN to assign the input to a particular 

class, as depicted in Figure 7. The UAPs were nearly 

undetectable but still achieved high success rates, 

above 80%, when attempting both nontargeted and 

targeted attacks. The model architecture had little in-

fluence on the susceptibility to UAPs. For instance, 

the author observed that, while adversarial retraining 

is considered a successful defense against adversar-

ial attacks, its utility in reinforcing the resilience of 

deep neural networks against UAPs is limited to cer-

tain scenarios. The results show that medical diagno-

sis based on natural neural network is more vulnera-

ble to deceptive attacks than was 

previously believed. Such attacks are capable of 

causing incorrect diagnoses and can be executed at a 

cheap cost. The effects of adversarial defenses 

could be far-reaching, thus necessitating a thorough 

assessment when designing Deep Neural Networks 

for medical imaging and its related usage. Paul et 

al.[3] tackle the issue of adversarial manipulation of 

medical images in order to predict malignancy of 

lung nodules, with a five-year survival rate of 18% 

for lung cancer being the most common cancer 

across the globe. They compared two adversarial at-

tack strategies, FGSM and one pixel attack, as illus-

trated in Figure 6. With regard to diminishing the ac-

curacy of the categorize tasks, the FGSM approach 

was found to be more effective than the one pixel at-

tack. Their ensemble of Convolutional Neural Net-

works (CNNs) proved to be more precise than a sin-

gle classifier for malignancy prediction, even when 

adversarial images were used for training. Using it 
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leads to a 13% reduction in accuracy for fast gradient 

sign method and 10% for one pixel attack compared 

to an ensemble on unaltered data, representing a sig-

nificant improvement from the more than 30% drop 

seen without protection. 

Figure 4. The ResNet-50 models at the ‘res5b_relu’ layer (channel averages included) have effectively minimized the duplica-

tion rate of representations of regular and adversarial images [1]. 

2.2. Segmentation 

Recent studies have been utilizing deep learn-

ing models rapidly in order to address issues re-

lated to images for medical data sets. Ozbulak et 

al.[27] conducted an investigation into adversarial 

examples in regards to medical image segmenta-

tion issues. The author assessed the performance 

of the attack on two datasets: the Glaucoma Optic 

Disc Segmentation dataset[28] and the ISIC Skin 

Lesion Segmentation dataset[29]. The results are 

displayed in Figure 7. Taking into consideration 

the distinctions mentioned above and use the in-

sights gained from researching adversarial exam-

ples in classification issues. The author suggests 

Adaptive Segmentation Mask Attack (ASMA) as a 

novel method to create targeted adversarial sam-

ples that focus on DNN-based image segmentation 

models, such as those used to analyze skin lesions 

or glaucoma optic discs. The flow of the ASMA 

method is shown in Figure 14. This work demon-

strates the vulnerability of these models to such at-

tacks.  

Recent investigations have been utilizing 

deep learning models with rapid speed in order to 

address image-related issues with medical datasets. 

Adversarial examples have been used to show that 

DNNS are not invulnerable to attacks using gradi-

ent[30]. This was further demonstrated by the Dense 

Adversary Generation (DAG) algorithm[31] , which 

is designed to cause DNNS to misclassify all pix-

els. The authors examine the issue of adversarial 

examples in relation to medical image segmenta-

tion issues and present an innovative approach for 

crafting targeted adversarial examples that are spe-

cific to this type of problem. Authors developed a 

novel algorithm to generate specifically tailored 

adversarial examples for image segmentation, 

aiming to produce the desired output shape. These 

modifications to the original image are nearly im-

perceptible to the untrained eye, yet still allow for 

accurate attainment of the intended results. Shao et 

al.[32] highlighted the possibility of a major secu-

rity risk with image segmentation models through 

the target attack, which involves the use of gradi-

ents of various sizes. The process of creating ad-

versarial examples is demonstrated in Figure 11. 
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Figure 5. The top row has the standard images, the middle one has respective saliency maps, and the bottom row shows representations 

of the images found at the ‘res3a_relu’ (averaged across channels) layer of the networks[1]. 

The aim of the model is to find a series of pa-

rameters 𝜃 so that the output mask M is as precise 

as can be when given an image x. This is done by 

defining an objective function using 𝜃 and x that 

measures how accurate the predicted mask M is. 

The specific expression is as follows: 

𝑚𝑖𝑛 ∥ 𝑥 − 𝑥′ ∥2, 𝑠. 𝑡. argmax(𝑈(𝜃, x′)) = Mt

This attack uses gradients to create adversarial 

examples which resemble the original clean images, 

yet lead the segmentation model to produce a differ-

ent output mask. By calculating the loss function 

with gradients, the input image is adjusted, resulting 

in the model predicting a mask that matches the tar-

get. The targeted attack in segmentation seeks to 

raise the prediction probability of the chosen pre-

background knowledge of the target adversarial 

mask while decreasing the chances of all pixels that 

are not indicated in the mask. The SSM approach 

uses a mathematical equation to define the perturba-

tion it adds to achieve this goal. Their approach re-

duces the amount of disturbance and resulting adver-

sarial examples from Multiscale Attack (MSA) 

method, making them appear more visually pleasing 

compared to those created by the Adaptive Segmen-

tation Mask Attack (ASMA) method. The MSA 

method produces adversarial examples that look bet-

ter than those created by the ASMA method. This re-

search looks into how adversarial examples affect a 

medical image segmentation model. Multiscale At-

tack (MSA) was proposed as a method of using mul-

tiscale gradients to generate a segmentation mask for 

a medical image segmentation model. Iteratively ap-

plying various levels of loss to the original image is 

used to interfere it so that the resulting adversarial 

example segmentation mask is close to the desired 

target mask. In the future, researchers will investi-

gate the extent to which adversarial samples are 

likely to be transferred to other segmentation DNNs, 

and also explore ways to protect medical image seg-

mentation DNNS from adversarial samples in order 

to increase the reliability of medical image DNNs. 

Figure 6. (a, b): Original nodules; (c, d): FGSM images; (e, f): 

Difference of original and FGSM images; (g, h): 1-pixel attack 

images (the pixel value changed is shown in red)[33]. 

Convolutional Neural Networks are a highly-

regarded option for image classification and seg-

mentation tasks because of their proficiency in ex-

tracting pertinent features from images and their 

generally good performance. Chen et al.[34] strived 

to create a new technique for producing adversar-

ial examples that can target Convolutional Neural 

Networks models used for image segmentation. 

Creating adversarial examples to undermine se-

mantic image segmentation models is difficult, as 
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one needs to assign a label to each pixel, rather 

than one label for the whole image, which is the 

typical approach used with adversarial attacks in 

computer vision. A successful adversarial attack 

for a classification model can cause the entire im-

age to be mislabeled, whereas a successful adver-

sarial attack for a segmentation DNNs need not re-

sult in an error prediction result for each pixel, but 

rather alter the model’s segmentation output. Ad-

versarial attacks usually only make slight changes 

to image brightness, but in medical imaging it’s 

more useful to use deformations to attack segmen-

tation models. Regardless of the segmentation 

model, unseen poses or shapes of organs can still 

pose a problem. A CT scan dataset with 150 sub-

jects was tested, each with marked organs like the 

liver, kidneys, spleen, and pancreas identified by 

human professionals. Subjects were divided into 

three groups: training (60), validation (15), and 

testing (75). The authors implemented a 2D U-

Net35 to segment abdominal organs, using image 

patches for training and image slices for testing. In 

this study, a trained U-Net was used as a fixed 

Convolutional Neural Networks and exposed to 

adversarial samples. The authors had advanced a 

new method for creating adversarial examples to 

try and subvert a CNN model that been utilized for 

medical image segmenting. These generated ad-

versarial samples feature both geometric changes 

to represent differences in anatomy, as well as var-

iations in intensity that model how something 

looks. These examples demonstrated how Convo-

lutional Neural Networks based segmentation 

models, such as a U-Net[35] , can have their Dice 

score decreased by a predetermined amount 

through training process, with no predefined 

guidelines. This study explored the potential of us-

ing the proposed method to create extra training 

images in order that a CNN-based segmentation 

model can be made more resilient to attacks. If the 

examples an adversary presents are realistic and 

plausible, then the Convolutional Neural Network 

model is not strong enough to resist attack. 

Figure 7. Utilize non-specific UAPs with a p value of two to challenge Inception V3 models, as well as their adversarial pictures, for 

skin lesions, OCT (Optical Coherence Tomography), and chest X-ray datasets(c). Furthermore, = 4% for a and c, and = 6% for b. 

Brackets next to the images denote the classifications predicted. The original (untouched) images are correctly labeled. UAPs are 

highlighted to ensure understanding; each one is graded on a scale of 0 to 1[25].

8



Hu, et al. 

Figure 8. Summary of medical image adversary attack in recent years.

2.3 Overview of recent medical image at-

tacks 

From Figure 8, we can see that the neural net-

work model trained on the medical data set is easy 

to be successful against attack, and the success rate 

is higher than 90%. Both gradient-based attacks 

and query-based attacks can make the model iden-

tify errors with high probability. Whether it is a 

white-box attack or a black-box attack, that is, no 

matter whether the known conditions required for 

the attack are more or less, the attack will have a 

greater probability of success. Of course, the less 

known preconditions for an attack, the more itera-

tions it will take and the more time it will take. 

That is, the more known conditions, the easier it 

will be to attack. The less known conditions, the 

harder it will be to attack. The result is that the at-

tack rate will be slightly lower. From Figure 8, we 

can see that although it is more difficult to attack 

medical image segmentation and medical image 

detection than to attack medical image classifica-

tion, the attack methods in recent years show that 

it can perform very beneficial performance against 

samples for all medical image tasks, which also 

means that the medical image model has nothing 

to do with the task. As long as the deep neural net-

work is used, it will be in a very insecure posi-

tion because of the targeted attack against the ad-

versary sample. So the defense of medical image 

model is very important because of the existence 

of adversary sample. 

From Figure 9 the statistics of the number of 

adversary attack and defense published in PubMed 

in the past five years, the spear and shield in the 

field of medicine is an accompanying progress. 

The progress and innovation of attack technology 

of medical image drive the update of correspond-

ing defense technology. However, from the num-

ber of attack and defense papers per year, the num-

ber of attack related papers is always more than the 

number of defense papers. This also shows that de-

fense is more difficult than attack from the 

side, but it should attract the attention of the aca-

demic community. More efforts should be devoted 

to the research of defense methods, so as to pro-

mote the robustness of medical image models and 

improve their use security. From Figure 10, we 

can see the number of attack and defense papers of 

natural images is almost an order of magnitude less 

than that of medical images. This must arouse the 

alert of the academic community. The safety of 

medical image models is related to the lives of pa-

tients. We should put more attention to the safety 

of medical models, which has great medical prac-

tical significance.
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Figure 9. Statistics of the number of medical adversary attacks and defenses on PubMed. 

Figure 10. Statistics of the number of adversary attacks and defenses on PubMed. 

3. Defense methods against attacks

to medical image deep learning

The utilization of biomedical image analysis 

for computer-aided diagnosis and medical plan 

formulation had sparked increasing interest. The 

accuracy of CNN-based biomedical image seg-

men-tation surpassed that of traditional techniques. 

The precision of medical image segmentation is 

significant, but its dependability and reliability are 

important for it to be employed in clinical practice 

without mistakes. To this end, He X et al.[36] had 

created a non-local context encoder (NLCE), 

shown in Figure 12, which is designed to be resil-

ient to adversarial attacks. NLCEs considered both 

close and far spatial associations and sharpened 

the qualities of feature maps by using channel-

wise feature map attention based on the encoded 

overall contexts. NLCE can be broken down into 

two parts, as displayed in the Figure 13. By com-

bining global spatial dependencies and global con-

textual information, NLCE’s resilience to mali-

cious attacks is increased. The authors presented 

their new NLCEN model in an effort to improve 

segmentation accuracy and capture more dis-

tinct boundaries. This framework captures high-

level and powerful feature representations from 

different scales, then fused them to produce the fi-

nal output (H, W, C). 

He X, et al.[36] proposed the integration of a 

Non-Local Context Encoder (NLCE) into a Non-

Local Context Encoding Network (NL-CEN) to 

enhance the robustness and accuracy of biomedi-

cal im-age segmentation in the face of adversarial 
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attacks. The proposed technique was evaluated 

on both lung and skin lesion segmentation datasets, 

which demonstrated its ability to reduce adversar-

ial perturbations and protect against them while 

not sacrificing segmentation accuracy. The NLCE 

modules developed by the authors can enhance the 

resilience of other biomedical image segmentation 

techniques against malicious attempts. Xin L, et 

al.[5], points out that DNNs have demonstrated im-

pressive results in a number of medical imaging 

applications, for instance, pneumonia detection 

from X-ray images[13] and early diagnosis of pros-

tate cancer from MRI scans[37] . Khowaja SA, et al.
[13] explored the application of optical coherence

tomography (OCT) for classifying diseases of the

retina, while[38] looked into segmentation of pul-

monary nodules from CT scans. To evaluate the ef-

fectiveness of DNNs against adversarial samples,

Ozbulak U, et al.[27] proposed the adaptive segmen-

tation mask attack (ASMA) to craft a mask to mis-

lead the model. 

Figure 12. NLCE design starts by amplifying and cleaning up the feature map by taking into consideration the global spatial 

connections and then utilizes the encoded global context from a learned codebook to apply channel-wise feature map attention[36]. 

Concerns have arisen about the use of medi-

cal image classification model on a wide scale due 

to the loophole of deep neural network to adver-

sarial samples. The use of deep neural networks 

(DNNs) for medical image is difficult, as they are 

mainly used to operate with natural images and re-

quire a sizable set of training data[39], while medi-

cal data set is often restricted in terms of labeled 

samples. As Li X, et al. [5], and Taghanaki SA, et 

al.[40] demonstrated, an alternative method for 

safeguarding against malicious attacks is to train 

models to distinguish between normal and adver-

sarial samples. This hybrid approach combines 

SSAT and UAD to bolster the performance of 

DNNs in defense. The authors make use of labeled 

and unlabeled data to create synthetic labels for 

SSAT to heighten the accuracy of categorization. 

This technique is particularly intended for medical 

imaging datasets which have a limited amount of 

labels and is equipped to manage various unseen 

adversarial conditions. 

Studies have indicated that tiny changes in 

data too subtle for the human eye to detect can lead 

to DNNs misclassifying, which has ignited much 

attention in deep learning[30,41]. Research on vari-

ous tasks, such as classification, have highlighted 

the importance of accurately gauging robust-

ness[42], object detection[43] and semantic segmen-

tation[31,44,45]. Various approaches to utilizing com-

puter technology for medical diagnosis have been 

developed to provide more precise segmentation 

of specific anatomical structures[46,47,48,49]. These 

methods are customized to cover the broad array 

11

Figure 11. The working flow of generating adversarial exam-
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of structures, imaging modalities, and accuracy 

measures available. Evaluating the resistance of a 

model against adversarial examples has proven 

to be a difficult challenge[50], with a variety of 

strategies being suggested[41,51]. 

Figure 13. The author’s blueprint for the NLCEN seeks to decrease the repetition rate and was crafted with great vigor. It is based on 

a ResNet backbone and feature pyramid. A NLCE module is tacked on to the feature activations that originate from the bottom-up path, 

after which lateral links are formed at distinct levels, with independent monitoring being operated. To reduce the occurrence of dupli-

cation, the details from each pyramidal component are utilized to reinforce the prediction and create segmentation at every level[36]. 

AutoAttack is a technique used to attack mod-

els that allocate a probability to each sample. Its 

authors aim to assess DNNs models that allocate a 

probability to every spatial site and measure the 

reduction in performance when noise is added. 

They assess this by inspecting the decrease in dice 

score, which is determined by averaging the per-

formance on clean images and halving it. The au-

thors modify the attack to enable the calculation of 

voxelwise functions over all spatial locations 

while still upholding the definition of “Robust Ac-

curacy” as the worst result of the four attacks on 

an individual case. They measure the total number 

of FLOPs by taking the average of results obtained 

through all methods using an input size of 96 × 96 

× 96, as previously research[52]. This experiment 

shows that ROG is a good choice for analyzing 3D 

segmentation in medical image processing, con-

sidering the high computational cost of other 

methods which only yield 79.32 GFLOPs. This 

is beneficial since robustness to adversarial attacks 

is a computationally demanding task. 

Figure 14. An illustration of how ASMA can optimize an adversarial example for segmentation can be seen best in color [27]. 

4. Discussion

Currently, white box attacks are becoming

12
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more frequent, while black box attacks on medical 

image recognition models are decreasing. In 

white box attacks, both medical image classifica-

tion and segmentation tasks have attained high 

success rates. Once the medical image recognition 

model and the network structure parameters are se-

curely protected, access to the model is restricted, 

resulting in difficulties for white box attacks with 

high attack success rate and black box attacks 

which require a large number of queries. 

However, the robustness of the model is al-

ways enhanced along with the enhancement of at-

tacks which is also called while the priest climbs a 

foot, the devil climbs ten. Therefore, the academia 

should spend more time on black box attacks, es-

pecially those black box attacks with low query 

times and less information required. For example, 

attackers can successfully attack only by knowing 

the output result of the model, or even without the 

confidence rate of the model output. In addition, 

the training data set of medical image model is not 

as easy to obtain as the natural image data set, 

which will cause a lot of difficulties in order to 

generate black box attacks. In the future, we can 

solve the difficulties that medical data sets are not 

easy to obtain by improving the migration of con-

frontation samples from natural images to medical 

images. We can also look at creating simulated 

fake medical datasets that come close to real data, 

without the need of real medical data, in order to 

address the issue of a lack of medical training da-

tasets. 

In terms of the defense of medical recognition 

models, the introduction of confrontation training 

is undoubtedly a very efficient defense strategy at 

present. However, there is no free lunch in the 

world. The use of confrontation training generally 

increases the robustness of the model, but can ad-

versely impact the accuracy of the medical model 

with pristine data. Therefore, how to improve the 

confrontation training in the future to achieve 

a balance between high robustness and high accu-

racy is the focus of research. In addition, it may be 

a good choice to put the medical adversary sample 

detection before the defense model after adversary 

training. Specifically, let the medical adversary 

sample detection module first judge whether the 

input is a clean sample or an adversary sample. If 

it is a clean sample, the original model without ad-

versary training will be used for identification. 

Otherwise, if it is an adversary sample, the model 

with adversary training may be used for identifica-

tion with slightly reduced accuracy. In this way, it 

may be possible to give consideration to both the 

high accuracy of clean samples and the strong de-

fense ability against adversary samples. 

The results of medical models are essential 

for the wellbeing of patients, so it is important for 

the academic community to focus on enhancing 

the reliability of these models. Their accuracy is 

also a factor in ensuring patient health. If the man-

ufacturer of medical recognition model equipment 

pays attention to providing long-term software up-

date support for medical equipment, such as timely 

applying the latest medical robust recognition 

model methods to medical model equipment being 

used by hospitals, the medical recognition model 

will remain immune to the latest attack methods. 

After all, medical model security is an endless bat-

tle of attack and defense, only by constantly updat-

ing the defense methods of the equipment can the 

medical model equipment be under a dynamic se-

curity. On the other hand, training medical workers 

in medical image sensitivity can minimize the se-

curity risk of medical confrontation. 

Generally, when the adversary samples and 

original data are negligible, the machine recogni-

tion model will output wrong results. However, if 

the medical institutions do not rely entirely on the 

machine medical recognition model to judge, they 

can make manual secondary judgments on the 

medical images that have been recognized by the 

machine, so that they can make correct judgments 

as far as possible, so as to maximize support for 

and patient’s condition by providing accurate 

judgment results. 

Today, the demand for the medical metaverse 

13



A survey on adversarial attack and defense of deep learning models for medical image recognition 

is growing, because chronic diseases, led by can-

cer, diabetes and cardiovascular diseases, have be-

come a major threat to human health. However, 

few experts can accurately judge these diseases, 

especially in grassroots hospitals where medical 

treatment is not developed and high-end equip-

ment coverage is low. For this reason, the vigorous 

development of smart medicine and the medical 

metaverse needs to attract attention from all par-

ties. Smart medicine and the medical metaverse 

can break through the current situation of ex-

tremely uneven distribution of medical resources 

in time, space, and computing power. Using 5G 

and cloud computing to achieve unlimited time 

and location diagnosis can greatly provide timely 

and accurate diagnosis to these patients with poor 

medical conditions around them, thereby obtaining 

timely preventive diagnosis and treatment. It can 

greatly save the money and medical resources con-

sumed in later treatment, and save more lives. 

Although intelligent medicine and the medi-

cal metaverse can bring great convenience to treat-

ment, they also bring new problems. Medical im-

age information, such as CT, MRI, and color 

Doppler ultrasound, is processed in a large amount 

in the medical metaverse. However, once the med-

ical image information is tampered with by hack-

ers into medical image adversary samples, it will 

cause medical model to output erroneous diagno-

ses. If the medical model of intelligent medicine 

and medical metaverse is not defensible and robust, 

the entire intelligent medicine and metaverse 

will be at great risk.  

Therefore, when building a medical 

metaverse and intelligent medicine, we must take 

into account the safety and defense of medical 

identification models. As a key infrastructure for 

the medical metaverse and intelligent medicine, 

the medical robustness identification model, if it is 

safe and robust, will also make the entire medical 

metaverse and intelligent medicine safe and trust-

worthy in general. 

5. Conclusion

Although machine learning algorithms have 

high accuracy and performance in intelligent medi-

cine and the medical metaverse, they are found to be 

vulnerable to subtle perturbations, resulting in disas-

trous consequences in security related environments, 

especially in the field of medical image deep learning 

networks. This paper aims to summarize and sort out 

the attack and defense methods of confrontation 

samples in the field of medical image classification 

and segmentation. The limitations of current re-

search methods and the future research directions 

are been discussed, and also offered some useful ad-

vice to enhance the robustness of medical models 

with a view to promoting the construction of a more 

reliable and more robust medical deep learning 

model. It is hoped that this review of on adversarial 

attack and defense of deep learning models for med-

ical image recognition can provide a reference for the 

academic community to build a more robust and se-

cure intelligent medical and medical metaverse, and 

attract the attention of relevant personnel. We are 

looking forward to building a safe and robust intelli-

gent medicine, as well as a trustworthy, efficient and 

safe medical metaverse, so that patients around the 

world can receive more convenient, safe, and accu-

rate diagnosis and treatment. 
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