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Abstract: As China’s pillar industry, the property market has suffered a considerable impact 

in recent years, with a decline in turnover and many developers at risk of bankruptcy. As one 

of the most concerned factors for stakeholders, housing prices need to be predicted more 

objectively and accurately to minimize decision-making errors by developers and consumers. 

Many prediction models in recent years have been unfriendly to consumers due to technical 

difficulties, high data demand, and varying factors affecting house prices in different regions. 

A uniform model across the country cannot capture local differences accurately, so this study 

compares and analyses the fitting effects of multiple machine learning models using February 

2024 new building data in Changsha as an example, aiming to provide consumers with a simple 

and practical reference for prediction methods. The modeling exploration applies several 

regression techniques based on machine learning algorithms, such as Stepwise regression, 

Robust regression, Lasso regression, Ridge regression, Ordinary Least Squares (OLS) 

regression, Extreme Gradient Boosted regression (XGBoost), and Random Forest (RF) 

regression. These algorithms are used to construct forecasting models, and the best-performing 

model is selected by conducting a comparative analysis of the forecasting errors obtained 

between these models. The research found that machine learning is a practical approach to 

property price prediction, with least squares regression and Lasso regression providing 

relatively more convincing results. 

Keywords: property market; lasso regression; ridge regression; extreme gradient boosted 

regression; robust regression; house price forecast; random forest; machine learning 

1. Introduction 

The real estate industry is fundamental in the economic systems of many 

developing countries such as China and Malaysia [1], directly impacting gross 

domestic product (GDP) and employment. Through real estate development, urban 

infrastructure is improved, and residents’ quality of life is enhanced. The development 

of it helps stimulate domestic demand and positively impacts related sectors such as 

construction materials, stock exchange, furniture, and home appliances. According to 

the latest data from the National Bureau of Statistics [2], as shown in Figure 1, China’s 

housing market has changed dramatically in terms of its share and size of GDP. 

Nowadays, the main policy direction of “houses are for living, not for speculation” 

has not changed, and the capital of real estate enterprises is facing a tight situation [3]. 

Many enterprises, such as Evergrande Real Estate, have begun to be exposed to a 

massive debt crisis. Such changes are being directly reflected in the evolution of 

residential prices. High house prices are detrimental to consumer welfare, while low 

house prices are detrimental to government revenue [4]. Therefore, observing and 
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predicting house prices has always been a hot topic in economics, given the 

importance of China’s macroeconomy, individual buyers, and the market. Rico-Juan 

and Taltavull de La Paz [5] found that the results of prediction models based on home 

sales data during booms and recessions differed significantly. In other words, each 

different economic cycle requires new forecasting models. It also means that the 

prediction model built by, e.g., Xu and Zhang [6], based on the monthly house price 

dataset of 99 major cities in China from June 2010 to May 2019, can no longer reflect 

the current house price situation. 

 

Figure 1. Contribution of real estate to GDP in China, 2014–2023. 

Traditionally, there has been much controversy among those who have favored 

using traditional models and hedonic or repeat sales techniques to predict house prices. 

One study concluded that only wind speed affects home prices but not the distance 

from landfills [7]. Miles and Monro’s research in the UK identified changes in the 

risk-free real interest rate as the primary driver of house price changes, with a sustained 

1% rise in index-linked gilt yields from current rates ultimately leading to a fall in 

accurate house prices of around 20% [8]. Many studies are accustomed to analyzing 

house prices with macro conditions such as credit markets, house price expectations, 

financial stability, and monetary policy [9]. Barron et al. found that for every 1% 

increase in listings on US rental apps, rents rose by 0.018% and house prices by 

0.026% [10]. Bangura and Lee’s study demonstrates that regional differences in house 

prices in Sydney, for example, can be disregarded without considering macro-factors 

such as economic policy, lending rates, and overall individual buyers’ confidence, as 

these are already evenly reflected in the raw house price data. In other words, these 

factors are highly consistent across the same city [11]. In addition, with the 

development of machine learning, the applicability of some new methods, such as 

Random Forest and XGBoost algorithms, is equally worthy of attention. Most scholars 

still construct prediction models based on multiple linear regression. For example, Liu 

used the least squares method to solve the model’s unknown parameters with a 

maximum error of no more than 8% [12]. Comparative analysis of house price models 

of machine learning algorithms is an effective way to find the optimal prediction 
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method [13–15]. 

Therefore, this study aims to explore and develop a low-cost, easy-to-use 

forecasting model for regional house prices rather than macro-city average house 

prices. The broad property market is generally divided into three levels: the land 

market, the new housing market, and the secondary housing market. In this study, only 

the new housing market is discussed, as consistency of evidence is beneficial to ensure 

the study’s credibility. The main innovations of this study are threefold: (1) the 

construction of a readily accessible system of quantitative factors affecting real estate 

prices; (2) the development of several machine-learning-based price prediction 

models, and the identification of the most influential and best model through 

comparative analyses; and (3) the study area is Changsha, a new first-tier city in China, 

where no similar studies have been conducted, and the sample size covers all the new 

real estate properties for sale in that month. 

The remainder of this study is organized as follows. Section 2 describes the 

methodology used in this study. Section 3 shows the results of each prediction model 

with comparative analyses. Section 4 proposes strategies to promote healthy real estate 

development in China. Section 5 summarizes this study and clarifies the research 

limitations. 

2. Materials and methods 

2.1. Collection of sample data 

Changsha is the capital of Hunan Province, China; located in the north-eastern 

part of Hunan province, bordering the lower reaches of the Xiangjiang River and 

belonging to the western edge of the Xiangliu Basin, it has a subtropical monsoon 

climate with a mild climate and abundant precipitation [16]. With an area of 11,819 

square kilometers, it is also China’s 17th most populous city, with a population of over 

10 million, and the third most populous city in central China. Geographic features 

include mountains, hills, and plains [17]. In February, we collected data from 195 new 

properties for sale through the Anjuke website [18], covering almost all properties for 

sale in Changsha’s urban areas. The specific areas are illustrated in Figure 2. 

 
Figure 2. Location map of the study. 
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Figure 3 illustrates the changes in average house prices in Changsha from 2015 

to 2024. The average house price in Changsha was only around 6000 in 2015 but saw 

explosive growth in 2018, peaking at 11,000. After 2020, it entered a long period of 

volatility, with prices now receding to around 10,000. This is due primarily to 

Changsha’s relatively stable economic base, which attracts large inflows of people and 

speculative buyers. These population inflows have led to increased housing demand, 

pushing housing prices. However, after 2018, the government introduced a series of 

real estate market control policies, including purchase, sale, and price restrictions. 

These policies played a role in curbing the rise in housing prices. With the outbreak of 

the COVID-19 epidemic in 2020, investment enthusiasm waned, some speculative 

homebuyers began to withdraw, and housing prices declined as a result. Although 

starting in 2023, the government adopted some supportive policies to stabilize the 

market and stimulate investment enthusiasm and speculative behavior. The effect is 

still insignificant. 

 
Figure 3. Average house price in Changsha, 2015–2024. 

For the same city, factors such as climate, policies, resident confidence, and 

cultural characteristics remain broadly consistent and are not listed for discussion in 

this study. The difference between each property lies in the different community 

product parameters, including plot ratio, green ratio, car parking ratio, neighborhood 

amenities, etc. This study aims to establish a consumer-friendly quantitative indicator 

system. In other words, consumers can readily access precise information through 

relevant home-buying websites. Therefore, some data indicators that are hard to obtain 

or quantify are not included in this indicator system. Eventually, the following 18 

quantitative indicators were selected for this study: site area, floor area, ring road 

location, developer popularity, degree of renovation, building type, property fee, 

number of planned households, greening rate, floor area ratio, car parking space, total 

building, car park ratio, number of house types, number of public transport within 3 

km, number of shops within 3 km, number of schools within 3 km, and number of 

hospitals within 3 km. It is worth noting that the scientific validity regarding the 

selection of indicators has been verified through relevant literature [19–22], as 

presented in Table 1. The study hypothesizes that all these factors have an impact on 

house prices. 
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Table 1. Quantitative data categories. 

ID Items Explanation 

RP Residential price The unit price of a house is the price per square meter, usually expressed as “yuan/m2”. 

LA Land area 
The building footprint is the area a building or structure occupies in a horizontal plane. It is usually 
measured in square meters (m2). 

BA Building area 
The building area, also known as the building unfolded area, is the sum of the plan areas of each residential 
building floor measured at the level of the perimeter above the footings of the external walls of the building. 

LI Loop location 
A ring road is a circular transport system made up of roads, which is a sign of whether the area where a 
house is located is remote. Changsha has three ring roads, named 1, 2, and 3, from near to far. 

DV Developer visibility 
Developer awareness refers to the degree to which a property developer is known in the marketplace and 
how the public perceives its brand. It is categorized as well-known (1) or common (0). 

DE Decoration 
Renovation is carried out in a specific area and scope, including plumbing and electrical work, walls, floors, 
ceilings, landscaping, etc. This study is divided into unfurnished (0) and furnished (1). 

BC Building category 
The structural categories of buildings discussed in this study are towers (1), slabs (2), and slab-tower 
combinations (3), which are common structural categories of residential buildings. 

PT Property fee 
The property fee is the fee the property manager charges the owner or occupier for the services provided 
under the property service contract, usually expressed as “yuan/m2”. 

PH Planned households The number of people planned to live in the neighborhood. 

GR Green ratio The greening ratio is the ratio of the vertical projection area of green plants to the area of green space. 

PR Plot ratio 
Floor Area Ratio (Gross Floor Area Density) is the ratio of a neighborhood’s total above-ground floor area 
to the net site area. 

CP Car park Number of car parking spaces. 

TB Total buildings Total number of buildings. 

CR Car park ratio 
The parking ratio is between the “total number of households” and the “total number of parking spaces” in a 

neighborhood. 

NH Number of house types 
The number of house types refers to the number of different house types in a property project. Developers 
usually plan various house types to meet the needs of other home buyers. 

ME 
Number of public transport 
within 3 km 

It refers to the number of public transport stops or routes within 3 km of a location. This may include bus 
stops, metro stations, tram stops, etc. 

TR 
Number of shops within 3 
km 

It indicates the number of shops, supermarkets, convenience stores, etc., within 3 km of a given location. 

SC 
Number of schools within 3 
km 

It is the number of schools of all types, including primary, secondary, and tertiary, within 3 km of a given 
location. 

HO 
Number of hospitals within 
3 km 

It is the number of hospitals, clinics, health posts, etc., within 3 km of a given location. 

The detailed descriptive analyses of the 195 cases are shown in Table 2. In terms 

of house price (RP), for example, the current fluctuation of house prices for each new 

development is significant, ranging from 5000 to 29,000. 

Table 2. Descriptive statistics. 

Items N Minimum Maximum Mean 
Std. 

deviation 
Variance 

Skewness Kurtosis 

Statistics 
Standard 

error 
Statistics 

Standard 

error 

RP 195 5000 29,000 12,216.90 4095.975 16,777,009.333 1.311 0.172 3.083 0.343 

LA 195 3923.00 1,100,000.00 104,390.496 132,756.323 17,624,241,549.996 3.824 0.172 19.875 0.343 

BA 195 8736.00 2,034,133.10 299,652.368 303,566.887 92,152,855,206.518 2.962 0.172 11.077 0.343 

LI 195 1 3 1.99 0.537 0.288 −0.005 0.172 0.534 0.343 
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Table 2. (Continued). 

Items N Minimum Maximum Mean Std. Deviation Variance 
Skewness Kurtosis 

Statistics Standard error Statistics Standard error 

DV 195 0 1 0.56 0.498 0.248 −0.234 0.172 −1.965 0.343 

DE 195 0 1 0.34 0.475 0.226 0.673 0.172 −1.563 0.343 

BC 195 1 3 1.78 0.915 0.837 0.443 0.172 −1.667 0.343 

PT 195 1.60 4.60 2.802 0.566 0.321 0.470 0.172 0.355 0.343 

PH 195 59 6933 1395.93 1191.169 1,418,883.566 1.979 0.172 5.131 0.343 

GR 195 25.00% 64.00% 37.35% 4.83% 23.372 0.668 0.172 4.684 0.343 

PR 195 1.14 7.34 2.923 1.035 1.071 1.289 0.174 2.503 0.346 

CP 195 70 8914 1562.76 1368.120 1,871,753.352 2.520 0.173 9.100 0.344 

TB 195 1 197 18.86 22.096 488.239 4.948 0.172 34.011 0.343 

CR 195 0.244 7.988 0.982 0.627 0.393 7.522 0.173 79.815 0.344 

NH 195 1 92 7.30 8.834 78.048 7.293 0.172 63.708 0.343 

ME 195 0 28 6.81 5.252 27.580 1.311 0.172 2.383 0.343 

TR 195 0 25 4.89 4.676 21.867 1.578 0.172 3.235 0.343 

SC 195 6 100 70.68 30.603 936.543 −0.599 0.172 −1.115 0.343 

HO 195 0 71 10.07 13.469 181.409 2.476 0.172 6.493 0.343 

2.2. Regression analysis 

2.2.1. Stepwise regression 

Stepwise regression is a statistical method that builds regression models by 

automatically selecting predictive variables [23]. Here are the main approaches for 

stepwise regression [24]: 

1) Forward selection: Start with no variables in the model. Test the addition of each 

variable using a chosen model fit criterion. Add the variable (if any) that gives 

the most statistically significant improvement to the fit. Repeat until no further 

improvements occur. 

2) Backward elimination: Begin with all candidate variables. Test the deletion of 

each variable using a chosen model fit criterion. Remove the variable (if any) that 

results in the least statistically significant deterioration of the model fit. Repeat 

until no more variables can be deleted without substantially losing fit. 

3) Bidirectional elimination: Combines forward selection and backward 

elimination. At each step, test variables for inclusion or exclusion. 

Stepwise regression helps manage the complexity of model building, especially 

when dealing with many potential explanatory variables. 

2.2.2. Ridge regression 

Ridge Regression is a method for estimating the coefficients of a multiple 

regression model for situations where the independent variables are highly correlated 

with each other [25]. The theory of ridge regression was first proposed by Hoerl and 

Kennard in 1970, resulting from a decade of research in ridge analysis. It addresses 

the inaccuracy of least squares estimators in linear regression models with 

multicollinear (highly correlated) independent variables. Ridge regression provides 

more accurate estimates of the ridge parameters by creating a ridge regression 
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estimator (RR), whose variance and mean-square estimates are typically smaller than 

those of the previous least-squares estimator but which introduces a certain amount of 

bias (see bias-variance trade-off). It is used in many fields, including econometrics, 

chemistry, and engineering. 

Ridge Regression has two steps [26]. Step 1: Before ridge regression analysis, 

the K-value needs to be confirmed in conjunction with the ridge trace plot; the K-value 

is chosen as the smallest K-value at which the standardized regression coefficients of 

the independent variables converge; the smaller the K-value, the smaller the bias. 

When the K-value of 0 is an ordinary linear OLS regression. The smaller the K-value, 

the better it is, and it is usually recommended to be less than 1; after determining the 

K-value, the K-value can be actively input to produce the ridge regression model 

estimation. 

2.2.3. Robust regression 

Robust Regression (RR) is a method used to fit regression models designed to 

overcome some of the limitations of traditional regression analysis [27]. Standard 

regression methods (e.g., ordinary least squares) have good properties when their 

underlying assumptions are valid. Still, the results can be misleading if the 

assumptions are invalid (i.e., not robust to assumption violations). It aims to mitigate 

the impact of assumption violations on regression estimates during data generation. 

One common problem is heteroscedastic errors (Heteroscedastic errors). In a 

homoscedastic model, the variance of the error term is assumed to be constant for all 

values of x. In a heteroscedastic model, the variance of the error term is assumed to be 

constant for all values of x. Heteroscedastic models, on the other hand, allow the 

variance of the error term to depend on x, which is more consistent with many practical 

situations. Another common situation is the presence of outliers. Robust estimation 

methods can be applied when the data contains outliers [28]. Ordinary least squares 

are very sensitive to the estimation of the regression model, and the magnitude of error 

for outliers is twice that of typical observations, thus contributing four times as much 

to the loss of squared error and having a more significant impact on the regression 

estimate. 

The Huber loss function is a robust alternative to the standard squared error loss 

that reduces the contribution of outliers to the squared error loss, thus limiting its 

impact on the regression estimates [29]. 

2.2.4. Lasso regression 

Lasso Regression (Least Absolute Value Shrinkage and Selection Operator 

Algorithm) is a method for regression analysis designed to perform both variable 

selection and regularization to improve the predictive accuracy and interpretability of 

the generated statistical model [30]. It also enhances standard linear regression by 

introducing an L1 norm with a penalty coefficient, λ, as a regularization term. The goal 

is to minimize the cost function [31]: 

Cost⁡(𝑤) = ∑ 

𝑁

𝑖=1

(𝑦𝑖 −𝑤𝑇𝑥𝑖)
2 + 𝜆 ∥ 𝑤 ∥1 (1) 

where, 𝑦𝑖  is the target label of the observation, 𝑥𝑖  is the corresponding feature 

vector, and 𝑤 is the vector of weight coefficients. 
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Due to the non-smoothness of the L1 norm, it is not possible to obtain an 

analytical solution directly by derivation. Therefore, two commonly used solution 

methods exist. (1) Coordinate descent method: iteratively update the weight 

coefficients along the direction of each coordinate axis to approximate the optimal 

solution. (2) Minimum angle regression method: calculate the correlation step by step 

by feature selection to reduce the number of iterations. The former is adopted in this 

study. 

2.2.5. OLS regression 

Ordinary Least Squares (OLS) regression is an optimization strategy for linear 

regression models that aims to find a straight line as close as possible to the data points. 

It is a class of algorithms for supervised machine-learning tasks [32]. Unlike 

classification tasks, the target variables of regression tasks are continuous values, not 

categories. We predict house prices based on some features, where the output is a 

constant value. Simple linear regression is a commonly used statistical model for 

predicting a target variable based on a single feature. It is based on the following 

formula [33]: 

𝑌 = 𝛽0 + 𝛽1𝑋 + 𝜖𝑖  (2) 

where, 𝑌  is the target variable; 𝑋  is a single characteristic; 𝛽0  and 𝛽1  are 

regression coefficients and 𝜖𝑖 is the error term. 

OLS regression estimates regression coefficients by minimizing the squared error 

between the model and the data points. Specifically, it computes the residual sum of 

squares (RSS), the sum of the squares of all error values. The estimated value of the 

regression coefficient minimizes this sum of squares. Typically, OLS regression 

performs well under the following conditions: the independent variable is exogenous, 

the residuals have finite variance, and the residuals follow a normal distribution with 

zero mean. 

2.2.6. XGBoost regression 

XGBoost (eXtreme Gradient Boosting) is a machine-learning algorithm based on 

Gradient Boosting Trees [34]. It is popular in Kaggle competitions and real-world 

applications because of its excellent performance in handling large-scale datasets and 

complex models. With parallel processing and efficient memory usage, XGBoost can 

process large-scale data quickly and supports regression, classification, sorting, and 

custom objective functions. It also prevents overfitting through L1 (Lasso) and L2 

(Ridge) regularization. 

It is based on gradient boosting, which means that the model is progressively 

improved by iteratively constructing a tree. The goal of each iteration is to minimize 

some loss of function. The model formula is as follows: 

Suppose we have a training dataset 𝐷 = {(𝑥𝑖 , 𝑦𝑖)} , where 𝑥𝑖  is the input 

features and 𝑦𝑖 is the corresponding label. We denote the predicted value at the 𝑡 

iteration by �̂�𝑖
(𝑡)

. The prediction function of the model is [35]: 

�̂�𝑖
(𝑡)

= ∑  

𝑡

𝑘=1

𝑓𝑘(𝑥𝑖) (3) 

where A is the tree constructed at the k-th iteration. XGBoost trains the model by 

minimizing the following objective function: 
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ℒ(𝑡) = ∑  

𝑛

𝑖=1

𝑙 (𝑦𝑖 , �̂�𝑖
(𝑡−1)

+ 𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡) (4) 

where 𝑙 is the loss function (e.g., mean square error, logistic loss, etc.). Ω(𝑓𝑡) is the 

regularization term which is used to control the complexity of the model and is usually 

defined as: 

Ω(𝑓) = 𝛾𝑇 +
1

2
𝜆∑  

𝑇

𝑗=1

𝑤𝑗
2 (5) 

where 𝑇 is the number of leaf nodes of the tree, 𝑤𝑗  is the weights of the leaf nodes 

and 𝛾 and 𝜆 are hyperparameters that regulate the complexity of the model. 

In each iteration, XGBoost constructs a new tree 𝑓𝑡 ⁡using a greedy algorithm. 

This process consists of the following steps: 

Calculate first-order and second-order derivatives: compute the first-order 

derivative B and the second-order derivative 𝑔𝑖for the loss function ℎ𝑖: 

𝑔𝑖 =
∂𝑙 (𝑦𝑖 , �̂�𝑖

(𝑡−1))

∂�̂�𝑖
(𝑡−1)

 (6) 

ℎ𝑖 =
∂2𝑙 (𝑦𝑖 , �̂�𝑖

(𝑡−1))

∂�̂�𝑖
(𝑡−1)2

 (7) 

Selecting the best splitting point: At each node, select the splitting point that 

causes the objective function to decrease the most. The gain of the objective function 

is calculated as: 

Gain =
1

2
[
(∑  𝑖∈𝐼𝐿 𝑔𝑖)

2

∑  𝑖∈𝐼𝐿 ℎ𝑖 + 𝜆
+

(∑  𝑖∈𝐼𝑅 𝑔𝑖)
2

∑  𝑖∈𝐼𝑅 ℎ𝑖 + 𝜆
−

(∑  𝑖∈∈ 𝑔𝑖)
2

∑  𝑖∈𝐼 ℎ𝑖 + 𝜆
] − 𝛾 (8) 

where A and B denote the set of samples from the left and right child nodes, 

respectively. 

Update leaf node weights: for each leaf node, calculate the optimal weights C. 

𝑤𝑗 = −
∑  𝑖∈𝐼𝑗 𝑔𝑖

∑  𝑖∈𝐼𝑗 ℎ𝑖 + 𝜆
 (9) 

By iterating the above process, it can gradually improve the model’s prediction 

accuracy and achieve better results. 

2.2.7. Random forest regression 

Random Forest is an integrated learning algorithm that improves the accuracy 

and stability of a model by constructing multiple decision trees and combining their 

predictions [36]. It performs well in classification and regression tasks and has the 

advantages of handling high-dimensional data, reducing overfitting, and being 

computationally efficient. 

The basic idea of a Random Forest is to construct a set of independent decision 

trees by introducing randomness and using the collective intelligence of these trees to 

make predictions. Random Forest contains the following two critical steps in the 

construction process: 

1) Bootstrap sampling: multiple subsample sets are drawn from the original training 

set with a putback, each used to train a decision tree. 
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2) Feature Random Selection: during the splitting process of each node, a portion of 

the features are randomly selected to determine the optimal splitting point instead 

of using all the features. 

These two steps increase the diversity of the model and reduce the correlation 

between the trees, thus improving the generalization of the overall model. Random 

forest construction process 

Bootstrap sampling: assuming the original training set is 𝐷 =

{(𝑥1, 𝑦1), (𝑥2, 𝑦2),… , (𝑥𝑛, 𝑦𝑛)}, from which we have put back to draw 𝐵 sample sets, 

each of which is of size 𝑛. Training decision trees: for each sample set, a decision tree 

is constructed. In constructing each tree, feature random selection is performed. 

Prediction: for new input data, the final output is obtained by integrating the prediction 

results of each decision tree. In classification tasks, majority voting is used; the 

average is taken in regression tasks. 

In the regression task, it is assumed that the prediction for each tree is �̂�𝑖
(𝑏)

, and 

the final prediction �̂�𝑖 is the average of the predictions for each tree [37]: 

�̂�𝑖 =
1

𝐵
∑  

𝐵

𝑏=1

�̂�𝑖
(𝑏)

 (10) 

3. Results 

Table 3 shows the results of the Pearson correlation analysis. This study 

visualizes the relationship between the influencing factors through Figure 4. Due to 

space constraints, this study has only analyzed the relationship between house prices 

and other factors in depth. According to the discriminant criteria of the study [38], the 

results of the Pearson correlation analysis were significant. Hence, the research 

assumptions were valid, and it was possible to proceed to the next step of the 

regression analysis. 

 

Figure 4. The heatmap of Pearson correlation analysis. 
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Table 3. Pearson correlation analysis results. 

7 LA BA LI DV DE BC PT PH GR PR CP TB CR NH ME TR SC HO 

RP 
PC 

−0.05
2 

−0.12
8 

−0.51
5** 

0.309
** 

0.405
** 

−0.28
8** 

0.742
** 

−0.28
4** 

−0.18
2* 

0.155
* 

−0.13
9 

−0.10
4* 

−0.16
8* 

−0.08
5* 

0.470
** 

0.505
** 

0.474
** 

0.485
** 

ST 0.065 0.072 0.000 0.000 0.000 0.000 0.000 0.000 0.010 0.030 0.051 0.044 0.018 0.032 0.000 0.000 0.000 0.000 

Note: **. The correlation is significant at the 0.01 level (two-tailed); *. Significant at the 0.05 level 
(two-tailed); Pearson correlation (PC); Significance two-tailed (ST). 

3.1. Results of stepwise regression 

The difference between stepwise regression and regression analysis is that a 

stepwise regression model automatically identifies significant independent variables 

(X), and X that is not significant is automatically moved out of the model. As reflected 

in Table 4, the first step is to analyze the model fit R2, as well as the VIF value (or 

tolerance value, tolerance = 1/VIF value) can be analyzed (to determine the multiple 

covariances, VIF > 5 generally indicates that there is covariance or tolerance < 0.2 

shows typically that there is a covariance problem) [37]. Step 2: Write the model 

equation. Step 3: Analyze the significance of X. If it is significant, X has an influential 

relationship with Y. 

Table 4. Results of stepwise regression analysis (n = 195). 

Items 
Non-standardized coefficients Standardized coefficient 

t p 
Covariance diagnostics 

B Standard error Beta VIF Tolerability 

Constant 1221.494 1424.276 - 0.858 0.392 - - 

LI −1226.439 359.582 −0.160 −3.411 0.001** 1.329 0.752 

DV 1140.802 361.957 0.140 3.152 0.002** 1.180 0.847 

DE 1067.193 379.410 0.125 2.813 0.005** 1.184 0.845 

PT 3653.414 358.618 0.498 10.187 0.000** 1.438 0.696 

ME 147.564 37.185 0.190 3.968 0.000** 1.375 0.727 

SC 16.965 6.776 0.128 2.504 0.013* 1.562 0.640 

R2 0.687 

Adjusted R2 0.677 

F F(6188) = 68.849, p = 0.000 

D-W value 2.031 

Implicit variable: RP; *p < 0.05 **p < 0.01. 

As independent variables, LA, BA, LI, DV, DE, BC, PT, PH, GR, PR, CP, TB, 

CR, NH, ME, TR, SC, and HO were used. In contrast, RP was used as the dependent 

variable for the stepwise regression analysis. After the model was automatically 

recognized, the final residuals were LI, DV, DE, PT, ME, and SC. A total of 6 items 

are in the model, and the R2 value is 0.687, which means that LI, DV, DE, PT, ME, 

and SC can explain 68.7% of the reasons for the changes in RP. And the model passed 

the F-test (F = 68.849, p = 0.000 < 0.05), which means the model is valid [39]. 

In addition, the test for the model’s multiple covariance found that all the VIF 

values in the model are less than 5, which means there is no DV, DE, PT, ME, or SC 

have a significant positive effect on RP [40]. In addition, LI will have a significant 

negative influence on RP. 
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3.2. Results of ridge regression 

This study, combined with the ridge trace plot, confirms a K-value of 0.8. The 

ANOVA test (the F-test) determines if the model is meaningful. As shown in Table 

5, a p-value (sig value) less than 0.05 means that the model is meaningful. 

Table 5. ANOVA analysis (n = 195). 

Items Square sum df Mean square F p-value 

Regression  2,090,481,122.927 18 116,137,840.163 18.171 0.000 

Residuals 1,124,898,373.719 176 6,391,468.032   

Total 3,215,379,496.646 194    

Table 6 shows that the model R2 value is 0.650, which means that LA, BA, LI, 

DV, DE, BC, PT, PH, GR, PR, CP, TB, CR, NH, ME, TR, SC, HO explains 65.02% 

of the variation in RP. The F-test of the model found that the model passes the F-test 

(F = 18.171, p = 0.000 < 0.05), which means that it shows that at least one of LA, BA, 

LI, DV, DE, BC, PT, PH, GR, PR, CP, TB, CR, NH, ME, TR, SC, HO will affect RP. 

Table 6. Results of ridge regression (n = 195). 

Items 
Non-standardized coefficients Standardized coefficient 

t p VIF 
B Standard error Beta 

Constant 7645.450 1135.511 - 6.733 0.000** - 

LA 0.001 0.001 0.037 1.735 0.084 0.226 

BA 0.000 0.000 0.001 0.074 0.941 0.206 

LI −976.563 182.290 −0.128 −5.357 0.000** 0.286 

DV 853.888 198.370 0.105 4.305 0.000** 0.297 

DE 986.092 207.930 0.115 4.742 0.000** 0.297 

BC −301.640 107.625 −0.068 −2.803 0.006** 0.293 

PT 1873.633 169.826 0.256 11.033 0.000** 0.270 

PH −0.185 0.066 −0.055 −2.822 0.005** 0.188 

GR −1451.218 2061.558 −0.017 −0.704 0.482 0.295 

PR −79.419 91.126 −0.020 −0.872 0.385 0.271 

CP 0.000 0.055 0.000 0.004 0.997 0.171 

TB 0.317 4.131 0.002 0.077 0.939 0.257 

CR −150.983 150.851 −0.023 −1.001 0.318 0.273 

NH 5.526 11.139 0.012 0.496 0.620 0.299 

ME 71.973 16.822 0.093 4.278 0.000** 0.236 

TR 72.077 17.880 0.082 4.031 0.000** 0.210 

SC 13.037 3.066 0.098 4.252 0.000** 0.268 

HO 23.550 6.110 0.077 3.854 0.000** 0.200 

R2 0.650 

Adjusted 
R2 

0.614 

F F(18,176) = 18.171, p = 0.000 

Implicit variable: RP; *p < 0.05 **p < 0.01. 
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3.3. Results of robust regression 

Robust regression will give different weights to different points; if the residual 

value of a point is small, it will be given a higher weight, and the residual value of the 

abnormal point will be more significant because its corresponding weight will be 

small. The final fit is also more robust and reliable by giving different weights to the 

residuals of various points. Many scholars have proposed their strategies for 

constructing the weights, and this study uses the more common Huber’s method (the 

default t-value is taken as 1.345) for robust regression. 

As reflected in Table 7, Robust regression found that DV, DE, PT, CP, CR, and 

ME would have a significant positive relationship on RP, and LI, PH, and PR would 

have a substantial adverse effect relationship on RP. However, LA, BA, BC, GR, TB, 

NH, TR, SC, and HO will not affect RP. 

Table 7. Results of robust regression (n = 195). 

Items Standardized coefficient 
Standard 

error 
t p 95% CI R2 Adjusted R2 F 

Constant 4862.410 1771.504 2.745 0.006** 1390.327–8334.493 

0.700 0.670 
F(18,176) 
= 22.837 
p = 0.000 

LA 0.003 0.002 1.837 0.066 −0.000–0.007 

BA −0.001 0.001 −0.605 0.546 −0.002–0.001 

LI −1126.517 298.791 −3.770 0.000** −1712.137–−540.897 

DV 693.139 281.095 2.466 0.014* 142.203–1244.074 

DE 1073.665 294.081 3.651 0.000** 497.276–1650.054 

BC −131.520 158.787 −0.828 0.408 −442.738–179.698 

PT 3102.193 308.149 10.067 0.000** 2498.233–3706.153 

PH −0.712 0.263 −2.707 0.007** −1.227–−0.196 

GR −3485.930 2996.968 −1.163 0.245 −9359.879–2388.019 

PR −435.982 171.035 −2.549 0.011* −771.205– −100.759 

CP 0.563 0.254 2.216 0.027* 0.065–1.061 

TB −14.009 8.820 −1.588 0.112 −31.296–3.278 

CR 702.583 300.167 2.341 0.019* 114.267–1290.899 

NH 18.215 15.783 1.154 0.248 −12.720–49.149 

ME 134.934 40.663 3.318 0.001** 55.237–214.632 

TR 43.096 52.920 0.814 0.415 −60.625–146.818 

SC 11.415 5.976 1.910 0.056 −0.297–23.127 

HO 19.468 19.162 1.016 0.310 −18.089–57.025 

Implicit variable: RP; *p < 0.05 **p < 0.01. 

3.4. Results of lasso regression 

The K-value is taken as 0.8, and from Table 8 above, it is observed that the model 

R2 value is 0.711, which means that LA, BA, LI, DV, DE, BC, PT, PH, GR, PR, CP, 

TB, CR, NH, ME, TR, SC, HO explains 71.11% of the variation in RP. When the 

model was subjected to the F-test, it was found that it passed the F-test (F = 24.066, p 

= 0.000 < 0.05). 
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Table 8. Results of Lasso regression (n = 195). 

Items 
Non-standardized coefficients Standardized coefficient 

t p 
B standard error Beta 

Constant 3593.099 1031.880 - 3.482 0.001** 

LA 0.002 0.001 0.037 2.891 0.004** 

BA 0.000 0.000 0.001 0.000 1.000 

LI −1247.133 165.654 −0.128 −7.529 0.000** 

DV 951.411 180.266 0.105 5.278 0.000** 

DE 1156.869 188.953 0.115 6.123 0.000** 

BC −119.450 97.803 −0.068 −1.221 0.224 

PT 3442.159 154.327 0.256 22.304 0.000** 

PH −0.738 0.060 −0.055 −12.361 0.000** 

GR −2371.863 1873.412 −0.017 −1.266 0.207 

PR −426.712 82.809 −0.020 −5.153 0.000** 

CP 0.601 0.050 0.000 11.992 0.000** 

TB −10.327 3.754 0.002 −2.751 0.007** 

CR 550.498 137.084 −0.023 4.016 0.000** 

NH 20.145 10.122 0.012 1.990 0.048* 

ME 131.532 15.287 0.093 8.604 0.000** 

TR 56.026 16.248 0.082 3.448 0.001** 

SC 14.756 2.786 0.098 5.296 0.000** 

HO 10.708 5.553 0.077 1.929 0.055 

R2 0.711 

Adjusted R2 0.682 

F F(18,176) =24.066, p =0.000 

Implicit variable: RP; *p < 0.05 **p < 0.01. 

3.5. Results of OLS regression 

From Table 9, the R2 value of the model is 0.712, which means that LA, BA, LI, 

DV, DE, BC, PT, PH, GR, PR, CP, TB, CR, NH, ME, TR, SC, HO, explains 71.17% 

of the variation in RP. The F-test of the model was found to pass the F-test (F = 24.204, 

p = 0.000 < 0.05). It was found that DV, DE, PT, CP, CR, ME, and SC would 

significantly affect RP. LI, PH, PR, and TB will also significantly negatively influence 

RP. However, LA, BA, BC, GR, NH, TR, and HO do not affect RP. 

Table 9. Results of OLS regression (n = 195). 

Items Standardized coefficient Standard error t p 95% CI 

Constant 3820.653 2224.497 1.718 0.086 −539.282–8180.587 

LA 0.002 0.002 1.271 0.204 −0.001–0.006 

BA −0.000 0.001 −0.214 0.831 −0.003–0.002 

LI −1262.340 373.091 −3.383 0.001** −1993.584–−531.095 

DV 946.747 315.260 3.003 0.003** 328.849–1564.644 
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Table 9. (Continued). 

Items Standardized coefficient Standard error t p 95% CI 

DE 1178.706 365.372 3.226 0.001** 462.590–1894.823 

BC −119.971 215.260 −0.557 0.577 −541.873–301.931 

PT 3455.932 467.936 7.385 0.000** 2538.795–4373.069 

PH −0.865 0.286 −3.025 0.002** −1.426–−0.305 

GR −3032.949 4474.595 −0.678 0.498 −11,802.994–5737.095 

PR −481.740 217.967 −2.210 0.027* −908.948–54.532 

CP 0.766 0.253 3.029 0.002** 0.271–1.262 

TB −14.080 6.999 −2.012 0.044* −27.798–−0.362 

CR 704.278 262.516 2.683 0.007** 189.756–1218.801 

NH 21.986 15.622 1.407 0.159 −8.632–52.604 

ME 132.512 51.391 2.579 0.010** 31.788–233.236 

TR 58.561 64.948 0.902 0.367 −68.734–185.857 

SC 14.668 6.462 2.270 0.023* 2.002–27.334 

HO 11.438 22.285 0.513 0.608 −32.239–55.115 

R2 0.712 

Adjusted R2 0.682 

F F(18,176) = 24.204, p = 0.000 

D-W value 2.018 

Implicit variable: RP; *p < 0.05 **p < 0.01. 

3.6. Results of XGBoost regression 

Table 10 demonstrates the setting of each model parameter, including the 

training ratio, and the rest of the indicators are the parameter values related to the 

model tuning parameters. 

Table 10. Model parameter setting of XGBoost model. 

Parameter name Value 

Data preprocessing None 

Training set ratio 0.8 

Booster type gbtree 

Number of learners 100 

Learning rate 0.1 

Maximum tree depth 6 

Sample Sampling Rate 1.0 

Feature Sampling Rate 1.0 

Smallest sub-node weight 1.0 

Split gain threshold 0.0 

L1 regularisation 0.0 

L2 regularisation 1.0 

Table 11 shows the importance of the contribution of each heading to the model 
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with a summed value of 1. PT weights 49.66%, the feature has the highest weight and 

plays a crucial role in model construction; SC weights 8.36%; ME weights 7.13%; TR 

weights 6.59%; the weight of the above four features together accounts for 71.74%; 

the remaining 14 headings GR, HO, DV, LI, PH, TB, PR, DE, NH, CP, CR, LA, BC, 

and BA were 3.55%, 3.42%, 3.20%, 3.16%, 2.30%, 2.08%, 2.07%, 1.73%, 1.43%, 

1.35%, 1.25%, 1.12%, 0.99%, and 0.62%, respectively. 

Table 11. Feature weight value of XGBoost regression (n = 195). 

Items Weights 

LA 0.011 

BA 0.006 

LI 0.032 

DV 0.032 

DE 0.017 

BC 0.010 

PT 0.497 

PH 0.023 

GR 0.035 

PR 0.021 

CP 0.014 

TB 0.021 

CR 0.013 

NH 0.014 

ME 0.071 

TR 0.066 

SC 0.084 

HO 0.034 

Table 12. Fit results of XGBoost regression (n = 195). 

Index Clarification Training set Test set 

R2 The degree of fit indicator, the larger, the better between 0 and 1 1.000 0.541 

Mean absolute error value 
(MAE) 

L1 loss is the difference between the mean of the actual value and the fitted 
values’ mean. The closer to 0, the better 

22.111 1847.963 

Mean Square Error (MSE) L2 loss, the mean sum of squared errors. The closer to 0, the better 1073.128 5,743,765.687 

Root Mean Square Error 
(RMSE) 

MSE open root sign, average gap value 32.759 2396.615 

Median absolute error (MAD) 
The absolute value of the residuals of the predicted value from the median, 
independent of outliers, the smaller, the better 

15.316 1287.547 

Mean Absolute Percentage 
Error (MAPE) 

Mean percentage error, independent of outliers, the smaller the better 0.003 0.091 

Explainable Variance Score 
(EVS) 

The measure of the strength of the model in explaining data fluctuations, 
between [0,1], the larger, the better 

1.000 0.548 

Root mean square logarithmic 
error (MSLE) 

It penalizes underprediction more (less use) when RMSE is the same 0.000 0.037 
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The model evaluation results metrics in Table 12 are used to evaluate the models’ 

strengths and weaknesses and compare them; eight evaluation metrics are provided, 

including four metrics such as R2, MAE, MSE, and RMSE, which are used more often. 

The fit of the metrics is significantly better in the training set than in the test set, 

implying an overfitting problem; the fit metrics are not abnormal (not within the 

standard range), and the R2 values are all greater than zero [41]. 

3.7. Results of random forest regression 

Table 13 shows the setting of each model parameter. The first parameter for data 

processing includes the training ratio, and the rest of the indicators are parameter 

values related to model tuning parameters. 

Table 13. Parameter setting of the random forest model. 

Parameter name Value 

Data preprocessing None 

Proportion of training set 0.8 

Number of decision trees 100 

Node splitting criterion Squared_error 

Minimum number of samples for node splitting 2 

Minimum number of leaf node samples 1 

Maximum tree depth No limit 

Maximum number of features Auto 

Whether to put back sampling Yes 

Whether or not out-of-bag data testing is performed Yes 

Data Preprocessing None 

Proportion of training set 0.8 

Table 14 shows the significance of the contribution of each heading to the model 

with a summed value of 1. PT weights 61.43%, the feature has the highest weight and 

plays a crucial role in model construction; ME weights 4.79%; CR weights 3.99%; the 

combined weight of the above three features accounts for 70.22%; and the remaining 

15 headings, TR, PH, SC, PR, HO, CP, BA, DV, LA, GR, NH, TB, LI, and DE, BC 

were 3.99%, 3.44%, 2.86%, 2.71%, 2.54%, 2.29%, 2.04%, 1.85%, 1.71%, 1.70%, 

1.57%, 1.42%, 0.69%, 0.53%, and 0.45%, respectively. 

Table 14. Feature weight value of random forest regression (n = 195). 

Items Weights 

LA 0.017 

BA 0.020 

LI 0.007 

DV 0.018 

DE 0.005 

BC 0.004 
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Table 14. (Continued). 

Items Weights 

PT 0.614 

PH 0.034 

GR 0.017 

PR 0.027 

CP 0.023 

TB 0.014 

CR 0.040 

NH 0.016 

ME 0.048 

TR 0.040 

SC 0.029 

HO 0.025 

As illustrated in Table 15, The fact that the metrics fit significantly better in the 

training set of the random forest than in the test set means that there is also an 

overfitting problem if the fit metrics are not abnormal (not within the standard range), 

e.g., the R2 value appears to be less than zero. 

Table 15. Fit results of random forest regression (n = 195). 

Index Clarification Training set Test set 

R2 The degree of fit indicator, the larger, the better between 0 and 1 0.960 0.460 

Mean absolute error value 
(MAE) 

L1 loss is the difference between the mean of the actual value and the fitted 
values’ mean. The closer to 0, the better 

646.495 1611.784 

Mean Square Error (MSE) L2 loss, the mean sum of squared errors. The closer to 0, the better 736,769.896 4,332,247.126 

Root Mean Square Error 

(RMSE) 
MSE open root sign, average gap value 858.353 2081.405 

Median absolute error 

(MAD) 

The absolute value of the residuals of the predicted value from the median, 

independent of outliers, the smaller, the better 
480.720 1776.960 

Mean Absolute Percentage 

Error (MAPE) 
Mean percentage error, independent of outliers, the smaller the better 0.085 0.060 

Explainable Variance 

Score (EVS) 

The measure of the strength of the model in explaining data fluctuations, between 

[0,1], the larger, the better 
0.960 0.500 

Root mean square 

logarithmic error (MSLE) 
It penalizes underprediction more (less use) when RMSE is the same 0.005 0.035 

3.8. Comparative analysis 

Figure 5 shows the R2 values of the regression algorithms applied to the house 

price prediction model. 

OLS performs well in this case with the highest R2 value. This indicates that the 

relationship between the predictor and target variables is reasonably linear and does 

not seriously violate the OLS assumptions (e.g., multicollinearity, homoskedasticity). 

Lasso regression (0.711) is ranked second. the R2 value is very close to the OLS, 

suggesting that the model benefits from regularization and may be able to address 
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some of the multicollinearity issues without sacrificing too much predictive power. 

Robust regression (0.7) ranks third. The slightly lower R2 suggests that there may be 

some outliers in the data that are not handled well by OLS but can be handled by robust 

regression, albeit with a slightly reduced fit for most of the data. Stepwise regression 

(0.687) ranks fourth. It has a marginally lower R2 than the other linear models, which 

suggests that the stepwise method did not select the best set of predictor variables or 

that there was overfitting in the selection process. Ridge regression (0.65) came in 

fifth, with a lower R2 value suggesting that while it can handle multicollinearity, it 

may over-penalize some of the coefficients, resulting in a slight reduction in fit. 

XGBoost regression (0.541) came in sixth. The lower R2 indicates that XGBoost 

performs poorly as the linear model. This is mainly due to the smaller sample size 

(195), resulting in a more complex model that does not fit the training data well. The 

Random Forest regression (0.46) comes in last. the significantly lower R2 suggests that 

the Random Forest may have overfitted the training data, especially with the smaller 

sample size. This indicates that the relationships in the data are not as complex as the 

RF model assumes. 

 
Figure 5. The heatmap of Pearson correlation analysis. 

With only 195 samples, complex models such as XGBoost and Random Forests 

may perform poorly due to overfitting or insufficient data to capture complex patterns. 

Simple models such as OLS, Lasso, and Ridge are more straightforward and tend to 

perform better on smaller datasets. More complicated models, such as XGBoost and 

Random Forests, require a larger dataset to learn from the data effectively. Robust 

regression suggests that there are outliers that simple models may not handle well. 

Lower R2 for stepwise regression may be due to poor variable selection, resulting in 

the model not capturing the complete variance explained by the predictors. 

Future research suggests increasing the dataset size to improve the performance 

of more complex models. Secondly, it should be ensured that the features used in the 

model are appropriately scaled and transformed when needed. Third, perform more 

sophisticated hyperparameter tuning, especially for complex models like XGBoost 
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and Random Forest, to find the optimal settings. Finally, it is also recommended that 

similar studies use cross-validation to assess model performance more robustly, which 

helps to understand the true predictive power of the model. 

4. Discussion 

4.1. Promoting the renewal of residential district design 

Future residential communities will be intelligent, ecological, and community-

based complexes [42]. They will incorporate advanced technologies such as smart 

home systems, renewable energy, and intelligent transport [43]. By sensing and 

comprehending the living habits of the occupants, they will provide a quality living 

experience. Equipment such as smart parking, security, remote control of water, 

electricity, and coal, and intelligent regulation of temperature and humidity will 

become standard [44,45]. We also suggest paying more attention to the ecological 

environment, including green coverage, rainwater collection and utilization, and waste 

separation and disposal, to create a livable eco-community. Incorporating 

environmental and gardening elements will help satisfy the desire of residents to be 

close to nature. For example, the “White Tree” project in Montpellier, France, has sky 

gardens and private balconies for each household, blending in with the surrounding 

environment. Current construction technology allows humans to live anywhere on the 

planet, regardless of the terrain. An example is the “Cloud Corridor” project in Los 

Angeles, USA, a steel building constructed in a forest. In addition, with reasonable 

property fees, community management should emphasize shared facilities and social 

spaces, encouraging residents to help each other and participate in community 

activities, thus forming a more harmonious and interactive community relationship. 

Such activities that enhance the community’s sense of well-being, access, and honor 

will also promote tremendous enthusiasm among homebuyers [46]. 

4.2. Encouraging stimulus intervention by the government 

The government can support the development of the property market in several 

ways. The first is to formulate and adjust relevant policies, including real estate 

taxation policies, land supply policies, and health and education policies, to promote 

the smooth development of the market and a balance between supply and demand [47]. 

For example, the reserve requirement ratio for deposits influences the market’s capital 

flow and stimulates the demand for home purchases. Some home purchase subsidies 

and preferential policies, such as tax concessions for first-time home buyers and 

preferential interest rates for provident fund loans, can also greatly encourage residents 

to purchase homes. Many cities have launched preferential policies to support the 

purchase of homes by families with many children, adding 200,000 to 300,000 yuan 

to the original actual loan amount; the amount can be further relaxed for high-level 

talents, such as doctors, and appropriate amounts of talent subsidies are given. Such a 

diversified housing policy is also conducive to promoting urban home ownership 

among the rural population, especially migrant workers who are contracted to cultivate 

farmland but do not have a home base in their hometowns [48,49]. Second, based on 

the study’s findings, we believe that the reform of property charges is likewise a 
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complex and critical topic involving the rights and interests of property owners, 

service quality, and transparency of charges. Some regions in China have started 

implementing government-guided pricing to ensure that property fees are not too high. 

For example, Chongqing Municipality has stipulated that all residential pre-property 

service charges are to be managed at government-guided prices. Secondly, charges for 

services exceeding the maximum grade should be strictly identified as over-graded 

service programs, and the relevant authorities should approve charges. Local 

governments must formulate a policy on property service charges for undecorated and 

unused residential properties to ensure fairness and reasonableness. Owners’ 

committees should work with property service enterprises to set reasonable prices and 

decide on property fee adjustment programs through voting at owners’ meetings. 

4.3. Accelerating the process of retrofitting old buildings 

The number of old residential districts in China is currently considerable. About 

160,000 old residential districts were built before 2000, involving more than 42 

million households and a total floor area of about 4 billion square meters [50]. 

Although, in 2023, the country will start renovating 53,700 old urban neighborhoods, 

benefiting 8.97 million households, the aging of buildings continues, and there is still 

a massive gap in the market [51]. Since China’s real estate reform in 1998, the 

neighborhoods previously constructed through the welfare housing system have long 

been out of step with the times regarding the environment, building facades, pipelines 

and ducts, security measures, and neighborhood amenities. Many old buildings are 

facing aging functions, waste of resources, and environmental problems, and by 

renovating these buildings, urban space can be effectively utilized to enhance the 

efficiency and value of building use. It is worth worrying that if we do not accelerate 

the pace of renovation of old buildings, the problems faced in the future will be even 

more severe. This is because the maintenance costs of high-rise buildings after 2000 

are greater than those of low-rise residential buildings before 2000. Although China 

has established an overhaul fund, it can be utilized after the housing warranty period. 

With inflation and other factors, it will inevitably be significantly reduced twenty years 

later. In the United States, for example, where high-rise buildings were developed 

earlier, many middle-class people have moved out of high-rise housing. In addition, 

the renovated space's openness, rhythm, and richness of colors will affect people’s 

moods, and the renovation of more traditional ethnic-style buildings will also help 

improve the city’s aesthetic fatigue [52]. 

5. Conclusion 

The decision to purchase residential property in China is critical in the lives of 

most adult citizens. Therefore, real estate appraisals and forecasts can provide helpful 

information to help sellers make effective decisions and facilitate fair real estate 

transactions. Real estate prices in the same city vary depending on the basic parameters 

of various properties. This study uses machine learning models, including stepwise 

regression, OLS regression, Lasso regression, random forest, and XGBoost regression, 

to predict real estate transaction prices from actual transaction data in Changsha. The 

empirical results show that the machine learning models in this study are all suitable 
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for predicting real estate prices, but there are differences in their effectiveness. Among 

them, OLS and Lasso regression outperform other prediction models and obtain more 

accurate results in terms of R2 than in some previous studies. 

It is worth noting that this study also has limitations. Firstly, the study only uses 

data from February 2024 in the Changsha area, which provides consistent evidence of 

time and hinders the extension of the predictive effect of time. Second, this study 

focuses only on the residential market, so the results do not apply to other property 

types, such as shops. This study suggests that future research could expand data types, 

such as developer regulatory account balances, social media promotional efforts, 

google map satellite imagery, and regional purchasing power metrics, as sources of 

input to the ML model to improve predictive accuracy. Also, more deep learning 

neural networks can be considered for more attempts in the future. 
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