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1. Introduction 

Approximation theory is one of the important subjects that is frequently used by 
the mathematical and scientific fraternity. It is divided into many fields. Here we are 
dealing with positive linear operators that play a key role in the field of 
approximation theory. A few positive linear operators, e.g., Bernstein operators, are 
described within finite intervals, but there are many such operators that are 
interpreted in infinite intervals, such as Baskakov [1] operators, which are given as 
below. 

𝐵௡(𝑓; 𝑥) =
1

(1 + 𝑥)௡
෍  

ஶ

௩ୀ଴

𝑓 ቀ
𝑣

𝑛
ቁ 𝐶(𝑛 + 𝑣 − 1, 𝑣)

𝑥௩

(1 + 𝑥)௩
 

where 𝑛 ∈ ℕ and 𝑓 ∈ 𝐶[0, ∞). 
In recent years, several operators were appropriately moderated, preserving the 

test functions that appeared in this field, and many modifications have been carried 
out regarding this matter to obtain a better approximation. One may see a few of the 
results in the related direction [2–8]. 

Phillips operators, named after the name of great mathematician Phillips [9], are 
defined as: 

𝑃௡(𝑓; 𝑥) = 𝑛 ෍  

ஶ

௩ୀଵ

𝑒ି௡௫
(𝑛𝑥)௩

𝑣!
න  

ஶ

଴

𝑒ି௡௧
(𝑛𝑡)௩ିଵ

(𝑣 − 1)!
𝑓(𝑡)d𝑡 + 𝑒ି௡௫𝑓(0) (1)

The above Equation (1) preserves both constant and linear functions. 
Approximation properties of Phillips-type operators have been discussed by many 
researchers in [10–16]. Inspired by the work of King [17], in the year 2010, Gupta 

[18] introduced the moderated Phillips operators, which preserve 𝑒ଶ. The modified 
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formation of operators shows better approximation in comparison to normal Phillips 
operators. Through normal calculation and computation, we have: 

𝜇௫(𝜃) = 𝑃௡൫𝑒ఏ௧; 𝑥൯ = 𝑒
ቀ

೙ೣഇ

೙షഇ
ቁ (2)

Which is the moment-originating function of the operators 𝑃௡  and it will be 
useful in finding the moments of the Phillips operators. 

The moments are given as: 

𝑃௡൫𝑒ఏ௧; 𝑥൯ = 1 + 𝑥𝜃 + ൬𝑥ଶ +
2𝑥

𝑛
൰

𝜃ଶ

2!
+ ቆ

6𝑥 + 6𝑛𝑥ଶ + 𝑛ଶ𝑥ଷ

𝑛ଶ ቇ
𝜃ଷ

3!

+ ቆ
24𝑥 + 36𝑛𝑥ଶ + 12𝑛ଶ𝑥ଷ + 𝑛ଷ𝑥ସ

𝑛ଷ ቇ
𝜃ସ

4!

+ ቆ
120𝑥 + 240𝑛𝑥ଶ + 120𝑛ଶ𝑥ଷ + 20𝑛ଷ𝑥ସ + 𝑛ସ𝑥ହ

𝑛ସ ቇ
𝜃ହ

5!

+ ቆ
720𝑥 + 1800𝑛𝑥ଶ + 1200𝑛ଶ𝑥ଷ + 300𝑛ଷ𝑥ସ + 30𝑛ସ𝑥ହ + 𝑛ହ𝑥଺

𝑛ହ ቇ

×
𝜃଺

6!
+ 𝑂(𝜃଻) 

Hence, it can be seen that: 

𝑀௡,௥
௉೙ (𝑥) = ൤

d௥

d𝜃௥
𝑃௡൫𝑒ఏ௧; 𝑥൯൨

ఏୀ଴
= ൤

d௥

d𝜃௥
𝑒

ቀ
೙ೣഇ

೙షഇ
ቁ
൨

ఏୀ଴
, (3)

where 𝑀௡,௥
௉೙ (𝑥) = 𝑃௡(𝑒௞; 𝑥), 𝑒௞(𝑡) = 𝑡௞ , 𝑘 = 0,1, 2, … 

Acar et al. [19] proposed a modification of linear positive operators to reproduce 

the function 𝑒ଶ஺ . 
The current article is organized as follows: 
In the starting section, we obtain modified Phillips operators preserving 

exponential functions. The authors study the quantifiable estimate for the Phillips 

operators, preserving the function 𝑒ି௫. Section 3 deals with the preservation for 𝑒஺௫, 
where A is real. 

In section 2 and section 3, the authors have shown that moderated operators 
furnish better approximations than the standard Phillips operators. 

2. Results for the preservation of 𝒆ି𝒙 

In this section, we present the preservation of 𝑒ି௫  and also establish some 
lemmas. 

For the preservation of the function, we have: 

𝑆௡(𝑓; 𝑥) = 𝑛 ෍  

ஶ

௩ୀଵ

𝑒ି௡ఈ೙(௫) ൫𝑛𝛼௡(𝑥)൯
௩

𝑣!
න  

ஶ

଴

𝑒ି௡௧
(𝑛𝑡)௩ିଵ

(𝑣 − 1)!
𝑓(𝑡)d𝑡 + 𝑒ି௡ఈ೙(௫)𝑓(0) (4)

Let the Equation (4) conserve 𝑒ି௫ means 𝑆௡(𝑒ି௧; 𝑥) = 𝑒ି௫ 

Hence, we obtain 𝑒ି௫ = 𝑒
ష೙ഀ೙(ೣ)

೙శభ  suggesting that: 
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𝛼௡(𝑥) =
𝑥(𝑛 + 1)

𝑛
 (5)

We can also write the Equation (4) as follows: 

𝑆௡(𝑓; 𝑥) = 𝑛∑௩ୀଵ
ஶ  𝑒ି௫(௡ାଵ)

(𝑥(𝑛 + 1))௩

𝑣!
∫଴

ஶ
 𝑒ି௡௧

(𝑛𝑡)௩ିଵ

(𝑣 − 1)!
𝑓(𝑡)d𝑡 + 𝑒ି௫(௡ାଵ)𝑓(0) 

Lemma 1. Using normal computation, we have: 

𝑆௡(𝑒஺௧; 𝑥) = 𝑒
ಲೣ(೙శభ)

೙షಲ  

Lemma 2. For the operators in Equation (4), if 𝑇௡,௠(𝑥) = 𝑆௡(𝑒௠; 𝑥) with 𝑒௞(𝑡) =

𝑡௞ , 𝑘 = 0,1,2, … then using Equation (3), we get: 

𝑆௡(𝑒଴;  𝑥) = 1 

𝑆௡(𝑒ଵ;  𝑥) = 𝛼௡(𝑥) 

𝑆௡(𝑒ଶ; 𝑥) = 𝛼௡
ଶ(𝑥) +

2𝛼௡(𝑥)

𝑛
 

𝑆௡(𝑒ଷ; 𝑥) = 𝛼௡
ଷ(𝑥) +

6𝛼௡
ଶ(𝑥)

𝑛
+

6𝛼௡(𝑥)

𝑛ଶ
 

𝑆௡(𝑒ସ; 𝑥) = 𝛼௡
ସ(𝑥) +

12𝛼௡
ଷ(𝑥)

𝑛
+

36𝛼௡
ଶ(𝑥)

𝑛ଶ
+

24𝛼௡(𝑥)

𝑛ଷ
. 

Lemma 3. Let 𝑀௡,௞(𝑥) = 𝑆௡൫(𝑡 − 𝑥)௞; 𝑥൯, 𝑘 = 0, 1, 2, …  then by making the 

application of Lemma 2, we get: 

𝑀௡,଴(𝑥) = 1 

𝑀௡,ଵ(𝑥) = 𝛼௡(𝑥) − 𝑥 =
𝑥

𝑛
 

𝑀௡,ଶ(𝑥) = (𝛼௡(𝑥) − 𝑥)ଶ +
2𝛼௡(𝑥)

𝑛
=

𝑥ଶ

𝑛ଶ
+

2𝑥

𝑛
+

2𝑥

𝑛ଶ
 

𝑀௡,ସ(𝑥) = (𝛼௡(𝑥) − 𝑥)ସ +
12𝛼௡

ଷ(𝑥)

𝑛
+

36𝛼௡
ଶ(𝑥)

𝑛ଶ
+

24𝛼௡(𝑥)

𝑛ଷ
 

−
24𝑥𝛼௡

ଶ(𝑥)

𝑛
−

24𝑥𝛼௡(𝑥)

𝑛ଶ
+

12𝑥ଶ𝛼௡(𝑥)

𝑛
 

From Equation (5), it follows that: 

lim
௡→ஶ

 𝑛(𝛼௡(𝑥) − 𝑥) = 𝑥 

lim
௡→ஶ

 𝑛 ൬(𝛼௡(𝑥) − 𝑥)ଶ +
2𝛼௡(𝑥)

𝑛
൰ = 2𝑥 (6)

Let 𝐶∗[0, ∞) be the subclass of real-valued continual functions with a finite 
limit at infinity endowed with the uniform norm. Boyanov [20] established the 
uniform convergence of a sequence of linear positive operators. 
Proposition 1. Holhos [21] observes a sequence of positive linear operators: 

𝑄௡: 𝐶∗[0, ∞) → 𝐶∗[0, ∞) 
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and set: 

∥∥𝑄௡𝑒଴ − 1∥∥[଴,ஶ)
= 𝛼௡

∥∥𝑄௡(𝑒ି௧) − 𝑒ି௫∥∥[଴,ஶ)
= 𝛽௡

∥∥𝑄௡(𝑒ିଶ௧) − 𝑒ିଶ௫∥∥[଴,ஶ)
= 𝛾௡.

 

If 𝛼௡, 𝛽௡, 𝛾௡ approaches to 0 as 𝑛 → ∞, then: 

∥∥𝑄௡𝑓 − 𝑓∥∥[଴,ஶ)
≤ 𝛼௡ ∥ 𝑓 ∥[଴,ஶ)+ (2 + 𝛼௡)𝜔∗൫𝑓, ඥ𝛼௡ + 2𝛽௡ + 𝛾௡൯. 

The modulus of continuity is described as: 

𝜔∗(𝑓, 𝛿): = sup
|௘షೣି௘ష೟|ஸఋ

௫,௧வ଴

 |𝑓(𝑡) − 𝑓(𝑥)|. 

Theorem 1. For 𝑓 ∈ 𝐶∗[0, ∞), we have: 

∥∥𝑆௡𝑓 − 𝑓∥∥[଴,ஶ)
≤ 2𝜔∗൫𝑓, ඥ𝛾௡൯, 

where: 

𝛾௡ = ∥∥𝑆௡(𝑒ିଶ௧) − 𝑒ିଶ௫∥∥[଴,ஶ)
= ൬1 −

1

𝑛 + 2
൰

௡ାଶ

(𝑛 + 1)ିଵ. 

Proof. The operators 𝑆௡  conserve constant functions and also 𝑒ି௫ ; therefore𝛼௡ =

𝛽௡ = 0. In order to compute 𝛾௡, in view of Lemma 1, we have: 

𝑆௡(𝑒ିଶ௧; 𝑥) = 𝑒
షమೣ(೙శభ)

೙శమ = 𝑒ିଶ௫ ⋅ 𝑒
మೣ

೙శమ. 

Considering the function: 

𝑓௡(𝑥) = 𝑆௡(𝑒ିଶ௧, 𝑥) − 𝑒ିଶ௫, 𝑥 ≥ 0. 

For a function which is positive, 𝑓௡(0) = 0, lim௫→ାஶ  𝑓௡(𝑥) = 0  and it has its 
maxima at point: 

𝑥௡ =
௡ାଶ

ଶ
log ቀ

௡ାଶ

௡ାଵ
ቁ. 

Hence, we have: 

𝛾௡ = ∥∥𝑓௡∥∥[଴,ஶ)
= 𝑓௡(𝑥௡) = ൬1 −

1

𝑛 + 2
൰

௡ାଶ

(𝑛 + 1)ିଵ. 

This carried out for the proof of the theorem. □ 

Remark 1. For the operators defined in Equation (1), according to Proposition 1, 
we have: 

∥∥𝑃௡𝑓 − 𝑓∥∥[଴,ஶ)
≤ 2𝜔∗൫𝑓, ඥ2𝛽௡ + 𝛾௡൯, 

using Equation (2), we have: 

𝛽௡ = ∥∥𝑃௡(𝑒ି௧) − 𝑒ି௫∥∥[଴,ஶ)
= ቀ1 −

ଵ

௡ାଵ
ቁ

௡ାଵ
𝑛ିଵ, 

and 
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𝛾௡ = ∥∥𝑃௡(𝑒ିଶ௧) − 𝑒ିଶ௫∥∥[଴,ஶ)
= ൬1 −

2

𝑛 + 2
൰

(௡ାଶ)/ଶ

2𝑛ିଵ. 

Hence Proposition 1, gives finer approximation results for the modified Phillips 

operators 𝑆௡ than the regular Phillips operators 𝑃௡. 
Remark 2. According to Equation (4) it can be seen: 

𝑆௡(𝑓;  𝑥) = 𝑃௡൫𝑓; 𝛼௡(𝑥)൯. (7)

We also represent 𝑆௡ as in Theorem 2. 

Theorem 2. For all 𝑓 ∈ 𝐶[0, ∞), we set: 

𝑆௡(𝑓(𝑡 ; 𝑥) = 𝑃௡ାଵ ൬𝑓 ൬
(𝑛 + 1)𝑡

𝑛
൰ ; 𝑥൰. (8)

Proof. On substituting 𝑡 =
௡ାଵ

௡
𝑣, the proof follows from Equation (7). 

We describe a function ℎ(𝑡) as: 

ℎ(𝑡) = 𝑓 ൬
(𝑛 + 1)𝑡

𝑛
൰ , 𝑓 ∈ 𝐶஻[0, ∞) (9)

where 𝐶஻[0, ∞)  indicates the subinterval of all bounded continuous function on 

[0, ∞). 
Hence, we get: 

𝑆௡(𝑓, 𝑥) − 𝑓(𝑥) = 𝑃௡ାଵ(ℎ, 𝑥) − ℎ(𝑥) + ℎ(𝑥) − 𝑓(𝑥). 
So, 

∥∥𝑆௡𝑓 − 𝑓∥∥[଴,ஶ)
≤ ∥∥𝑃௡ାଵℎ − ℎ∥∥[଴,ஶ)

+∥ ℎ − 𝑓 ∥[଴,ஶ) (10)

According to Heilmann and Tachev [22], for every 𝑓 ∈ 𝐶஻[0, ∞) 

∥∥𝑃௡𝑓 − 𝑓∥∥[଴,ஶ)
≤ 2𝐾ఝ

ଶ(𝑓; 𝑛ିଵ) ≤ 𝐶𝜔ఝ
ଶ ቀ𝑓; 𝑛ି

భ

మቁ. (11)

We see that the Peetre’s 𝐾-functional and the Ditzian-Totik modulus of continuity 
follow from Heilmann and Tachev [22]. 
It is clear that: 

∥ ℎ − 𝑓 ∥[଴,ஶ)≤ 𝜔(𝑓; 𝑛ିଵ). ∥∥𝑃௡𝑓 − 𝑓∥∥[଴,ஶ)
≤ 2𝐾ఝ

ଶ(𝑓; 𝑛ିଵ) ≤ 𝐶𝜔ఝ
ଶ ቀ𝑓; 𝑛ି

భ

మቁ (12)

Now, from Equations (10)–(12), we get the proof. □ 

Theorem 3. For every 𝑓 ∈ 𝐶஻[0, ∞) and 𝑛 is any positive integer, inequality (13) 
holds. 

∥∥𝑆௡𝑓 − 𝑓∥∥[଴,ஶ)
≤ 𝐶𝜔ఝ

ଶ ൫𝑓, 𝑛ିଵ/ଶ൯ + 𝜔(𝑓, 𝑛ିଵ). (13)

The asymptotic-type outcome for the operators 𝑆௡ is showed in the following. 

Theorem 4. Consider 𝑓, 𝑓ᇱᇱ ∈ 𝐶∗[0, ∞), now for any 𝑥 ∈ [0, ∞), we obtain: 

|𝑛[𝑆௡(𝑓; 𝑥) − 𝑓(𝑥)] − 𝑥[𝑓ᇱ(𝑥) + 𝑓ᇱᇱ(𝑥)]| ≤
𝑥(𝑥 + 2)

2𝑛
|𝑓ᇱᇱ(𝑥)| 

+2 ቈ
𝑥ଶ

𝑛
+ 2𝑥 +

2𝑥

𝑛
+ 𝑘௡(𝑥)቉ ⋅ 𝜔∗൫𝑓ᇱᇱ(𝑥), 𝑛ିଵ/ଶ൯, 
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where: 

𝑘௡(𝑥) = 𝑛ଶൣ𝑆௡((𝑒ି௫ − 𝑒ି௧)ସ, 𝑥) ⋅ 𝑀௡,ସ(𝑥)൧
ଵ/ଶ

. 

Proof. Using Taylor’s expansion, we derive: 

𝑓(𝑡) = 𝑓(𝑥) + (𝑡 − 𝑥)𝑓ᇱ(𝑥) +
1

2
(𝑡 − 𝑥)ଶ + 𝑔(𝑡, 𝑥)(𝑡 − 𝑥)ଶ (14)

Noting that: 

𝑔(𝑡, 𝑥) =
௙ᇲᇲ(ఎ)ି௙ᇲᇲ(௫)

ଶ
. 

𝜂 lies between 𝑥 and 𝑡. On applying the operator 𝑆௡ to both the sides of Equation 
(14), we obtain: 

ฬ𝑆௡(𝑓; 𝑥) − 𝑓(𝑥) − 𝑀௡,ଵ(𝑥)𝑓ᇱ(𝑥) −
1

2
𝑀௡,ଶ(𝑥)𝑓ᇱᇱ(𝑥)ฬ ≤ |𝑆௡(𝑔(𝑡, 𝑥)(𝑡 − 𝑥)ଶ; 𝑥)|. 

By Lemma 3, authors get: 

|𝑛[𝑆௡(𝑓; 𝑥) − 𝑓(𝑥)] − 𝑥[𝑓ᇱ(𝑥) + 𝑓ᇱᇱ(𝑥)]| 

≤ ห𝑛𝑀௡,ଵ(𝑥) − 𝑥ห|𝑓ᇱ(𝑥)| +
1

2
ห𝑛𝑀௡,ଶ(𝑥) − 2𝑥ห|𝑓ᇱᇱ(𝑥)| 

+|𝑛𝑆௡(𝑔(𝑡, 𝑥)(𝑡 − 𝑥)ଶ; 𝑥)| 

≤
𝑥(𝑥 + 2)

2𝑛
⋅ |𝑓ᇱᇱ(𝑥)| + |𝑛𝑆௡(𝑔(𝑡, 𝑥)(𝑡 − 𝑥)ଶ; 𝑥)|. 

For the proof of the above theorem, we need to estimate |𝑛𝑆௡(𝑔(𝑡, 𝑥)(𝑡 − 𝑥)ଶ; 𝑥)|. 
Using the inequality: 

|𝑓(𝑡) − 𝑓(𝑥)| ≤ ൬1 +
൫௘ష೟ି௘షೣ൯

మ

ఋమ ൰ 𝜔∗(𝑓, 𝛿), 𝛿 > 0, 

we obtain: 

|𝑔(𝑡, 𝑥)| ≤ ൬1 +
൫௘ష೟ି௘షೣ൯

మ

ఋమ ൰ 𝜔∗(𝑓ᇱᇱ, 𝛿). 

For |𝑒ି௫ − 𝑒ି௧| ≤ 𝛿, we have |𝑔(𝑡, 𝑥)| ≤ 2𝜔∗(𝑓ᇱᇱ, 𝛿). 

When |𝑒ି௫ − 𝑒ି௧| > 𝛿, then: 

|𝑔(𝑡, 𝑥)| < 2
൫௘షೣି௘ష೟൯

మ

ఋమ 𝜔∗(𝑓ᇱᇱ, 𝛿). 

Therefore, 

|𝑔(𝑡, 𝑥)| ≤ 2 ൭1 +
൫௘షೣି௘ష೟൯

మ

ఋమ 𝜔∗(𝑓ᇱᇱ, 𝛿)൱. 

Applying above result and inequality of Cauchy-Schwarz, we have for 𝛿 = 𝑛ିଵ/ଶ. 

𝑛𝑆௡(|𝑔(𝑡, 𝑥)|(𝑡 − 𝑥)ଶ; 𝑥) ≤ 2𝑛𝜔∗(𝑓ᇱᇱ(𝑥), 𝛿)𝑀௡,ଶ(𝑥) 

+
2𝑛

𝛿ଶ
∣ 𝜔∗(𝑓ᇱᇱ(𝑥), 𝛿)[𝑆௡((𝑒ି௫ − 𝑒ି௧)ସ; 𝑥)]ଵ/ଶ ⋅ ൣ𝑀௡,ସ(𝑥)൧

ଵ/ଶ
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= 2 ቈ
𝑥ଶ

𝑛
+ 2𝑥 +

2𝑥

𝑛
+ 𝑘௡(𝑥)቉ 𝜔∗൫𝑓ᇱᇱ(𝑥), 𝑛ିଵ/ଶ൯. 

Where, 𝑘௡(𝑥) = 𝑛ଶൣ𝑆௡((𝑒ି௫ − 𝑒ି௧)ସ, 𝑥) ⋅ 𝑀௡,ସ(𝑥)൧
ଵ/ଶ

. □ 

Corollary 1. Suppose 𝑓, 𝑓ᇱᇱ ∈ 𝐶∗[0, ∞), so for 𝑥 ∈ [0, ∞), we get: 

lim
௡→ஶ

 𝑛[𝑆௡(𝑓, 𝑥) − 𝑓(𝑥)] = 𝑥[𝑓ᇱ(𝑥) + 𝑓ᇱᇱ(𝑥)]. 

3. Results for 𝒆𝑨𝒙, where A is real 

In this section, we achieve a moderation of the Phillips operator for any real A, 

where a copy of 𝑒஺௧  (an exponential function) is produced. From Lemma 1, we 
observe that: 

𝑆௡(𝑒஺௧; 𝑥) = 𝑒
ಲ೙ ೙(ೣ)

೙షಲ = 𝑒஺௫. 

For, 

𝛼௡(𝑥) = 𝑥 ቀ
௡ି஺

௡
ቁ = 𝑥 ቀ1 −

஺

௡
ቁ, considering the operators 

𝑆௡
஺(𝑓; 𝑥) = 𝑛 ෍  

ஶ

௩ୀଵ

𝑒ି௫(௡ି஺)
(𝑥(𝑛 − 𝐴))௩

𝑣!
න  

ஶ

଴

𝑒ି௡௧
(𝑛𝑡)௩ିଵ

(𝑣 − 1)!
𝑓(𝑡)d𝑡 + 𝑒ି௫(௡ାଵ)𝑓(0). (15)

Hence, the moment-generating function of above Equation (15), is given as: 

𝜇௫(𝜃) = 𝑒
ቀ

(೙షಲ)ഇೣ

೙షഇ
ቁ
. (16)

Now from Lemma 2, we have: 

𝑆௡
஺(𝑒଴;  𝑥) = 1 

𝑆௡
஺(𝑒ଵ;  𝑥) = 𝑥 ൬1 −

𝐴

𝑛
൰ 

𝑆௡
஺(𝑒ଶ;  𝑥) = 𝑥 ൬1 −

𝐴

𝑛
൰ ൤𝑥 ൬1 −

𝐴

𝑛
൰ +

2

𝑛
൨. 

From Lemma 3, we get the following representation: 

𝑀௡,ଵ
ௌ೙

ಲ

(𝑥) = −
𝐴𝑥

𝑛
 (17)

𝑀௡,ଶ
ௌ೙

ಲ

(𝑥) =
𝑥ଶ𝐴ଶ

𝑛ଶ
−

2𝑥𝐴

𝑛ଶ
+

2𝑥

𝑛
 (18)

𝑀௡,ସ
ௌ೙

ಲ

(𝑥) =
𝑥ସ𝐴ସ

𝑛ସ
+

12𝑥ଷ𝐴ଶ

𝑛ଷ
൬1 −

𝐴

𝑛
൰ +

36𝑥ଶ

𝑛ଶ
൬1 −

𝐴

𝑛
൰

ଶ

+
24𝑥

𝑛ଶ
൬1 −

𝐴

𝑛
൰ ൬

1

𝑛
− 𝑥൰ (19)

Therefore, by Equations (18) and (19), we get: 

𝑀௡,ସ
ௌ೙

ಲ

(𝑥)

𝑀௡,ଶ
ௌ೙

ಲ

(𝑥)
=

௫య஺ర

௡య +
ଵଶ మ஺మ

௡మ ቀ1 −
஺

௡
ቁ +

ଷ଺

௡
ቀ1 −

஺

௡
ቁ

ଶ
+

ଶସ

௡
ቀ1 −

஺

௡
ቁ ቀ

ଵ

௡
− 𝑥ቁ

௫஺మ

௡
−

ଶ஺

௡
+ 2

. 

Therefore, for any for fixed 𝑥 ∈ [0, ∞), when 𝑛 → ∞, we have the following 
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result: 

ெ೙,ర
ೄ೙

ಲ
(௫)

ெ೙,మ
ೄ೙

ಲ
(௫)

→ 0, having order of convergence as 𝑂 ቀ
ଵ

௡
ቁ. 

Lemma 4. For any real 𝐴, we have: 

𝑆௡
஺(𝑒஺௧(𝑡 − 𝑥)ଶ; 𝑥) =

𝑥ଶ𝐴ଶ + 2𝑛𝑥

(𝑛 − 𝐴)ଶ
𝑒஺௫. 

Proof. For any 𝐴 ∈ ℝ, let a function 𝑓(𝑡) = 𝑒஺௧, then: 

𝑛 න  
ஶ

଴

𝑒ି௡௧
(𝑛𝑡)௩ିଵ

(𝑣 − 1)!
𝑒஺௧𝑡௞d𝑡 =

𝑛௩(𝑣 + 𝑘 − 1)!

(𝑣 − 1)! (𝑛 − 𝐴)௩ା௞
. 

Hence, we have: 

𝑆௡
஺(𝑒஺௧𝑡; 𝑥) = ෍  

ஶ

௩ୀଵ

  𝑒ି௫(௡ି஺)
(𝑥(𝑛 − 𝐴))௩

𝑣!

𝑛௩𝑣!

(𝑣 − 1)! (𝑛 − 𝐴)௩ାଵ
 

=
𝑒ି௫(௡ି஺)

𝑛 − 𝐴
෍  

ஶ

௩ୀଵ

 
(𝑛𝑥)௩

(𝑣 − 1)!
 

=
𝑛𝑥 ⋅ 𝑒ି௫(௡ି஺)

𝑛 − 𝐴
෍  

ஶ

௩ୀ଴

 
(𝑛𝑥)௩

𝑣!
 

=
𝑛𝑥 ⋅ 𝑒஺௫

𝑛 − 𝐴
. 

Finally, we have: 

𝑆௡
஺(𝑒஺௧𝑡ଶ; 𝑥) = ෍  

ஶ

௩ୀଵ

  𝑒ି௫(௡ି஺)
(𝑥(𝑛 − 𝐴))௩

𝑣!

𝑛௩(𝑣 + 1)!

(𝑣 − 1)! (𝑛 − 𝐴)௩ାଶ
 

=
𝑒ି௫(௡ି஺)

(𝑛 − 𝐴)ଶ
෍  

ஶ

௩ୀଵ

 
(𝑛𝑥)௩

(𝑣 − 1)!
(𝑣 + 1) 

=
𝑒ି௫(௡ି஺)

(𝑛 − 𝐴)ଶ ൥෍  

ஶ

௩ୀଶ

 
(𝑛𝑥)௩

(𝑣 − 2)!
+ 2 ෍  

ஶ

௩ୀଵ

 
(𝑛𝑥)௩

(𝑣 − 1)!
൩ 

=
𝑒ି௫(௡ି஺)

(𝑛 − 𝐴)ଶ ൥𝑛ଶ𝑥ଶ ෍  

ஶ

௩ୀ଴

 
(𝑛𝑥)௩

𝑣!
+ 2𝑛𝑥 ෍  

ஶ

௩ୀ଴

 
(𝑛𝑥)௩

𝑣!
൩ 

=
𝑒஺௫

(𝑛 − 𝐴)ଶ
[𝑛ଶ𝑥ଶ + 2𝑛𝑥]. 

Hence: 

𝑆௡
஺(𝑒஺௧(𝑡 − 𝑥)ଶ; 𝑥) = 𝑆௡

஺(𝑒஺௧𝑡ଶ, 𝑥) − 2𝑥𝑆௡
஺(𝑒஺௧; , 𝑥) + 𝑥ଶ𝑆௡

஺(𝑒஺௧; 𝑥) 

=
𝑒஺௫

(𝑛 − 𝐴)ଶ
[𝑛ଶ𝑥ଶ + 2𝑛𝑥] −

2𝑛𝑥ଶ𝑒஺௫

𝑛 − 𝐴
+ 𝑥ଶ𝑒஺௫ 
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= 𝑒஺௫ ቈ
𝑛ଶ𝑥ଶ + 2𝑛𝑥

(𝑛 − 𝐴)ଶ
−

2𝑛𝑥ଶ

𝑛 − 𝐴
+ 𝑥ଶ቉ 

=
𝑥ଶ𝐴ଶ + 2𝑛𝑥

(𝑛 − 𝐴)ଶ
𝑒஺௫. 

Thus, 

Exponential growth for continuous functions on [0, ∞) is given by: 

∥ 𝑓 ∥஺: = sup
௫∈[଴,ஶ)

 |𝑓(𝑥)𝑒ି஺௫| < ∞, 𝐴 > 0. 

Ditzian [10] considered the modulus of continuity of second order as follows: 

𝜔ଶ(𝑓, 𝛿, 𝐴) = sup
௚ஸఋ,଴ஸ௫ழஶ

 |𝑓(𝑥) − 2𝑓(𝑥 + 𝑔) + 𝑓(𝑥 + 2𝑔)|𝑒ି஺ . 

For the requirement in this article, we define first-order modulus of continuity as: 

𝜔ଵ(𝑓, 𝛿, 𝐴) = sup
௚ஸఋ,଴ஸ௫ழஶ

 |𝑓(𝑥) − 𝑓(𝑥 + 𝑔)|𝑒ି஺௫. □ 

Theorem 5. Let 𝐺 be a subinterval having polynomials of the interval 𝐶[0, ∞), and 

let 𝑄௡: 𝐺 → 𝐶[0, ∞) be the sequence of positive linear operators which preserves the 

linear functions. Let for any constant 𝐴 > 0 and fixed 𝑥 ∈ [0, ∞), the operators 𝑄௡ 
satisfy. 

𝑄௡((𝑡 − 𝑥)ଶ𝑒஺௧; 𝑥) ≤ 𝐶(𝐴, 𝑥) ⋅ 𝑀௡,ଶ
ொ೙ (𝑥). 

If in addition 𝑓 ∈ 𝐶ଶ[0, ∞) ∩ 𝐺 and 𝑓ᇱᇱ ∈ Lip (𝛼, 𝐴),0 < 𝛼 ≤ 1, then for 𝑥 ∈ [0, ∞), 
we obtain: 

ฬ𝑄௡(𝑓; 𝑥) − 𝑓(𝑥) −
1

2
𝑓ᇱᇱ(𝑥)𝑀௡,ଶ

ொ೙ (𝑥)ฬ 

൥𝑒஺௫ +
𝐶(𝐴, 𝑥)

2
+

ඥ𝐶(2𝐴, 𝑥)

2
൩ ⋅ 𝑀௡,ଶ

ொ೙ (𝑥)𝜔ଵ ൮𝑓ᇱᇱ, ඩ
𝑀௡,ସ

ொ೙ (𝑥)

𝑀௡,ଶ
ொ೙ (𝑥)

, 𝐴൲. (20)

In Theorem 5, we assume that the sequence of positive linear operators 

preserves linear functions. From Equation (17), we observe that 𝑆௡
஺ preserved only 

constants. By the application of Theorem 5, this is not essential. Hence, it is to show 
that: 

𝑆௡
஺((𝑡 − 𝑥)ଶ𝑒஺௧; 𝑥) ≤ 𝐶(𝐴, 𝑥)𝑀௡,ଶ

ௌ೙
ಲ

(𝑥) (21)

By Lemma 4, and using Equaiton (18), for > 2𝐴 , we get: 

𝑆௡
஺((𝑡 − 𝑥)ଶ𝑒஺௧; 𝑥) =

𝑥ଶ𝐴ଶ + 2𝑛𝑥

(𝑛 − 𝐴)ଶ
𝑒஺௫ ≤ 8𝑒஺௫𝑀௡,ଶ

ௌ೙
ಲ

(𝑥) (22)

In view of Theorem 5, we consider the following Theorem 6 for the Phillips 

operators, which preserve 𝑒஺௫: 

Theorem 6. If 𝑓 ∈ 𝐺: = {𝑓 ∈ 𝐶[0, ∞); ∥ 𝑓 ∥஺< ∞, 𝑓 ∈ 𝐶ଶ[0, ∞)⋂𝐺  and 𝑓ᇱᇱ ∈

𝐿𝑖𝑝 (𝛼, 𝐴),0 < 𝛼 ≤ 1 then for 𝑛 > 2𝐴, 𝑥 ∈ [0, ∞), we mention: 
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ቤ𝑆௡
஺(𝑓; 𝑥) − 𝑓(𝑥) +

𝐴𝑥

𝑛
𝑓ᇱ(𝑥) − ቆ

𝑥ଶ𝐴ଶ

𝑛ଶ
−

2𝑥𝐴

𝑛ଶ
+

2𝑥

𝑛
ቇ

1

2
𝑓ᇱᇱ(𝑥)ቤ 

≤ ቈ𝑒஺௫ +
𝐶(𝐴, 𝑥)

2
+

ඥ𝐶(2𝐴, 𝑥)

2
቉ ⋅ 𝑀௡,ଶ

ௌ೙
ಲ

(𝑥) ⋅ 𝜔ଵ ൮𝑓ᇱᇱ, ඩ
𝑀௡,ସ

ௌ೙
ಲ

(𝑥)

𝑀௡,ଶ
ௌ೙

ಲ

(𝑥)
(𝑥), 𝐴൲. (23)

Corollary 2. Let 𝑓, 𝑓ᇱᇱ ∈ 𝐺, A is positive. Then for 𝑥 ∈ [0, ∞), we show: 

lim
௡→ஶ

𝑛[𝑆௡
஺ (𝑓;  𝑥) − 𝑓(𝑥)] = 𝑥[−𝐴𝑓ᇱ(𝑥) + 𝑓′′(𝑥)]. 

Remark 3. Comparing Corollary 1 and Corollary 2, we observe that: 

for 𝐴 = −1, both the results coincide. 

4. Conclusion 

In the present article, the authors have obtained modified Phillips operators that 

preserve 𝑒ି௫  and  𝑒஺௫ . They have presented a better approximation of modified 
operators than the standard Phillips operators. Further improvement in 
approximation can be explored by preserving other exponential functions like 

𝑒௔௧ and 𝑒௕௧ (a, b are real). Researchers can also find such results on other positive 

linear operators. 
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