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Abstract: Diabetes mellitus (DM) affects the hormone insulin, which causes improper glucose 

metabolism and raises the body’s blood sugar levels. With 4.2 million fatalities in 2019, DM 

is one of the top 10 global causes of mortality. Early detection of DM will aid in its treatment 

and avert complications. There must be a quick and simple technique to diagnose it. Such 

diseases can be managed, and human lives can be saved with early diagnosis. Smart prediction 

techniques like machine learning (ML) have produced encouraging outcomes in predictive 

classifications. There has been a lot of interest in ML-based decision-support platforms for the 

prediction of chronic illnesses to provide improved diagnosis and prognosis help to medical 

professionals and the general population. By building predictive models using diagnostic 

medical datasets gathered from DM patients, ML algorithms efficiently extract knowledge that 

helps predict diabetic individuals. The association between DM and a healthy lifestyle is used 

in the model. In this study, the NHANES (National Health and Nutrition Examination Survey) 

data set is utilized, along with five ML methods such as Artificial Neural Networks (ANN), 

CATBoost, XGBoost, XGBoost-histogram, and Light GBM to predict DM. The results of the 

experiment demonstrate that the XGB-h model outperformed other ML methods regarding area 

under the receiver operating characteristic curve (AUC-ROC) and accuracy. The most effective 

XGB-h framework can be used in a mobile app and a website to rapidly forecast DM. Real-

time prediction using details delivered by the model at runtime can be developed as a whole 

bundle as a product. Clinicians can quickly determine who is likely to get diabetes using the 

proposed strategy, which will facilitate prompt intervention and caring. 

Keywords: machine learning; fact-based filling; weighted-class training; Artificial Neural 

Networks; gradient boosting 

1. Introduction 

Diabetes mellitus (DM) is a frequent illness in which the body’s glucose level is 
abnormally elevated for an extended time [1]. The effects of DM on many body organs 
cause damage to numerous bodily systems, including the blood vessels and nerve cells. 
If DM is not diagnosed at early stages, it can result in several significant, life-
threatening consequences. A person’s likelihood of having diabetes is shown to be 
influenced by the interactions of several risk factors, including their lifestyle, 
psychosocial environment, general health, demographics, and hereditary (genetic) 
composition. The prevalence of DM has dramatically risen due to the global 
population’s advancing age and shifts in diet habits. Although the exact origins of 
diabetes are still unknown, many experts think that both inherited and environmental 
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variables have a role [2]. Since DM is one of the world’s most common and quickly 
progressing illnesses, several countries are working to prevent it from occurring as 
much as possible by predicting the signs of DM using diverse techniques. The DM 
condition can be managed, and a person’s life can be saved with prediction [3]. The 
knowledge that was retrieved can be utilized to predict DM patients with ease. 
According to the International Diabetes Federation (IDF), globally, 0.463 billion 
people will have diabetes in 2019, 578 million in 2030, and 700 million in 2045 [4]. 
A tremendous improvement in the application of artificial intelligence (AI) has been 
shown recently in healthcare. A range of life-threatening disorders, such as breast 
cancer, diabetes, heart disease, etc., are predicted or diagnosed using AI algorithms in 
the medical field. Based on an enormous quantity of data, AI is capable of drawing 
sophisticated conclusions. 

Deep learning (DL) and machine learning (ML), which will be the mainstays of 
the AI boom in recent years, have advanced significantly as a result of the rise in 
computational capacity and the correspondingly sharp growth in the performance of 
computers. In the present scenario, it is projected that massive quantities of organized 
data and a wealth of computing power will soon maximize the predictive capabilities 
of AI, resulting in a significant improvement in the accuracy of illness prediction 
algorithms for DM [5]. For predicting the risks and effects of the disease, ML models 
are employed [5–7]. An energy-efficient wireless sensor network framework [8] is 
presented by the authors to detect COVID-19 patients. Machine learning (ML) 
algorithms such as Support Vector Machines (SVM) [9], Artificial Neural Networks 
(ANN) [10], J48 DecisionTree (DT), K-Nearest Neighbors (KNN), CATBoost (CGB), 
Random Forest (RF), XGBoost (XGB) [11], XGBoost-histogram (XGB-h), Naive 
Bayes (NB), Logistic Regression (LR), Gradient Boost (GB), Multi-layer perception 
(MLP), and Light GBM (LGBM). To assess the models’ efficacy, we consider their 
precision, accuracy, specificity, sensitivity, and area under the receiver operating 
characteristic curve (AUC-ROC), F1-Score, Negative Predictive Value (NPV), False 
Negatives (FN), Positive Predictive Value (PPV), False Positives (FP) and Matthew’s 
correlation coefficient (MCC). The capacity to predict DM can be achieved using a 
variety of ML techniques. Choosing the optimal prediction method based on these 
variables is challenging [12]. The study makes use of five well-known ML algorithms, 
including ANN, CGB, XGB, XGB-h, and LGBM, to predict DM from diagnostic 
medical data sets. 

2. Related work 

Chronic DM, which impairs the kidneys, eyes, nerves, heart, and various other 
systems, is brought on by continually elevated blood sugar levels. Early detection is 
essential for lowering the incidence and severity of diabetes, and knowing the major 
risk factors can encourage people to make lifestyle changes. 

Agliata et al. [13] proposed an ML-based method to predict DM using SGD, 
RMSPROP, ADAM, and LM optimization algorithms. The ADAM algorithm showed 
86% accuracy and 0.934 AUC. The data set used was MIMIC-IV, NHANES, and 
MIMIC-III. 

Faruque et al. [14] utilized DT, KNN, NB, and SVM algorithms for predicting 
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DM. The accuracy of KNN is 70% and SVM is 79%. 
Patil and Tamane [15] utilized LR, KNN, SVM, GB, DT, MLP, RF, and NB 

algorithms for predicting DM. The accuracy of KNN is 75% and SVM is 68%. 
Iparraguirre-Villanueva et al. [16] proposed an ML-based DM prediction model 

that uses SVM, LR, DT, KNN, and Bernoulli Naïve Bayes (BNB) algorithms. The 
accuracy of BNB is 77.2% and KNN is 79.6%. Synthetic oversampling of minorities 
(SMOTE) was employed in this study. 

Abegaz et al. [17] ML model utilized the AoU Research Program dataset. The 
algorithms used to create the model are RF, XGB, LR, and weighted ensemble model 
(WEM). The ROC of RF is 0.77, LR is 0.7, and the accuracy of RF is 80%, and EGB 
is 77%. 

Pranto et al. [18] put forth a model for predicting DM among females in 
Bangladesh. They have utilized the PIMA Indian dataset (PID). KNN, RF, and NB are 
evaluated in this research, and 77.9% accuracy is obtained through RF with an AUC 
of 0.83. 

Furthermore, they have employed a Kurmitola Hospital database in which the 
maximum accuracy is 81.2% by KNN and 0.84 AUC by Syed and Khan [19] and 
proposed a method using various ML algorithms to design a prediction model. The 
dataset used is the NHANES dataset and the PID dataset. They have used the Western 
Region of Saudi Arabia dataset along with other datasets mentioned previously. The 
accuracy obtained from the proposed model is 82.1%, and the AUC is 0.829. 

Abdulhadi and Al-Mousa [20] put forth a model for predicting DM among 
females at an early stage using ML approaches. The model shows an accuracy of 82% 
using the RF algorithm. 

Ahmed et al. [21] proposed a DM prediction model utilizing a fused ML 
methodology that uses ANN and SVM. The data collection used in the current 
investigation is split 70:30 between the training and testing parts. The input 
membership function of the fuzzy model is derived from the outputs of these models, 
and ultimately, fuzzy logic decides if the diagnosis of diabetes is positive or negative. 
The accuracy of predicting DM is 94.87%. 

Manikandababu et al. [22] proposed a DM prediction model using the PID dataset 
of 500 non-DM individuals and 268 DM individuals. Ensemble and stacking methods 
are used to build the models. The model is built utilizing NB, SVM, and DT 
algorithms. The method achieved 94% accuracy. 

Khanam et al. [23] put forth a model for predicting DM utilizing a PID data set 
with 768 individuals with nine attributes. ANN, LR, and SVM algorithms are used to 
build the model, and the ANN model obtained 88.6% accuracy. 

Hasan et al. [24] used the PID dataset (dataset size is 768) for DM prediction. 
The classification accuracy of the model is 78.9%. 

Zou et al. [25] used the Luzhou and PID data sets (dataset size is 68994, 768) for 
DM prediction. The model has an 80.84% classification accuracy. The data set 
included biochemical indicators such as HDL and LDL. 

Maniruzzuman et al. [26] used the NHANES dataset (dataset size is 9858) for 
DM prediction. The classification accuracy of the model is 92.75%. 

Jackins et al. [27] used the PID dataset (dataset size is 768) for DM prediction. 
The classification accuracy of the model is 74.46%. 
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Sneha and Gangil [28] used the PIDD dataset (dataset size is 2500) for DM 
prediction. The classification accuracy of the model is 82.3%. 

Bhaskar et al. [29] used the PIDD dataset (dataset size is 768) for DM prediction. 
The classification accuracy of the model is 77.5%. 

Sisodia and Sisodia [30] used the PIDD dataset (dataset size is 768) for DM 
prediction. The model has a 76.3% classification accuracy. 

Orabi et al. [31] used the Egyptian National Research Centre data set for DM 
prediction. The classification accuracy of the model is 84%. 

Previous studies have connected lifestyle threat aspects for diabetes such as 
smoking, poor diet, BMI, drinking alcohol, and lack of exercise [32–36]. 

Juneja [37] utilized the PID dataset and also included biochemical indicators for 
DM prediction. They have compared supervised and unsupervised training models in 
their study and concluded that the supervised model outweighs the other model. 

Tigga [38] used LR, KNN, SVM, NB, DT, and RF algorithms to construct the 
model for predictions. The data set employed is their dataset and PID dataset. The RF 
model’s accuracy obtained for the PID dataset is 75% and the own dataset was 94.1%, 
and the AUC is 1 for both data sets. A machine learning (ML) model is created in this 
work that more precisely predicts diabetes using a lifestyle variable that is more easily 
accessible. The proposed model is a user-friendly prediction model for DM, and the 
model built is independent of biochemical indications. 

3. Proposed method 

The proposed model is shown in Figure 1. The flow graph of the same is shown 
in Figure 2. 

 
Figure 1. Proposed model’s process flow for DM prediction. 

 
Figure 2. The flow chart of the process flow. 
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3.1. Data set 

Data from the NHANES dataset are gathered during data collection. The 
collected data is for 6 years, which are 2007–2014, 2015–2016, and 2017–2018. The 
initial phase is to separate and identify the essential features because the majority of 
the over 1800 feature variables in the original dataset are irrelevant to the study. The 
primary components of health behaviors such as exercise, food habits, and smoking 
were selected to create the final dataset. A current study [39] that involved a million 
participants and found that those having elevated blood pressure increase the risk of 
developing Type-2 DM further influenced the decision to include the hypertension 
component because of its connection to DM. We chose to include drinking alcohol in 
the selected features since it is one of the most important parts of healthy behaviours, 
even though there are disagreements among the research that concentrated on the 
association between alcohol intake and diabetes. The investigation also considers 
additional demographic characteristics like racial or ethnic background, age, marriage 
status, level of educational attainment, annual earnings for families, and the ratio of 
family earnings to poverty thresholds. 55,939 observations comprising a 20- to 60-
year-old age group and 30 features make up the final dataset, and all of its values have 
been coded as numbers. Table 1 shows the selected features for the study. 

Table 1. Selected features for the study. 

Sequence number Features selected 

1 Gender 
2 Date of Birth (Age) 
3 Race 
4 Smoker currently 
5 high blood pressure (HP) details (Single time) 
6 School/College education detail–Children (06–19 years) 
7 Marriage details 
8 Pregnancy information 
9 Earnings of the family (Annually) 
10 Cholesterol (milligram) 
11 Dietary fibre (gram) 
12 Carbohydrates (gram) 
13 Overall fat (gram) 
14 Protein (gram) 
15 Overall sugars (gm) 
16 Sodium (milligram) 
17 BMI 
18 high blood pressure (HP) details (>2 times) 
19 Hypertension based on Age 
20 Glucose (mmol/L)–Fasting- Status of Diabetes 
21 Weight (Kilogram) 
22 Exercises (Heavy)–Per week 
23 Exercises (moderate)–Per week 
24 Drinking habits (alcohol) 
25 Smoking habits (100 cigarettes till now) 
26 Family earnings to poverty thresholds 
27 School/College education detail–Adults (>20 years) 
28 Exercises (Heavy)–Daily (Minutes) 
29 Exercises (moderate)–Daily (Minutes) 
30 Potassium (milligram) 
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3.2. Preprocessing of dataset 

The data is processed in the data processing stage to make it suitable for ML 
algorithm execution. This involves classifying data into appropriate categories, 
ensuring that the information is relevant, and eliminating any unnecessary data. 
Several of the readily available datasets contain missing or erroneous values. We have 
to clean the data set before feeding it to the model for training to create an effective 
ML model. Cleaning data refers to the procedure of dealing with incomplete and 
inaccurate information in the dataset, either by deleting it entirely or by using different 
methods to fill in the gaps. The dataset includes observations of individuals ranging in 
age from under 1 to 80. Given that DM is more prevalent in adults, individuals who 
had reached at least 18 years old were the focus of our investigation. The dataset size 
decreased to 35,485 observations after every observation made by individuals under 
the age of 18 was eliminated. Furthermore, a large number of the variables in our data 
set are missing. The number of values that are missing for each variable and its ratio 
are displayed in Table 2. The last stage was to fill in the values that were missing, 
which required us to go through all of the features in the dataset that had missing 
values. Five features are overlooked in the dataset that had no missing values, 
according to Table 2, and concentrated on the remaining 25 features. The values that 
were missing were filled in using a variety of methods, including ML logic based on 
the knowledge of the dataset and statistical procedures. The latter is the one that is 
most frequently employed. For certain characteristics, including pregnancy 
information, marriage details, and school/college education details, we utilized 
reasoning and fact-based filling techniques; for other features, such as weekly 
exercises (minutes), statistical techniques like the median are used. Other values that 
were missing had to be dropped because we were unable to deal with the min anyway. 

Table 2. The number of values that are missing for each variable and its ratio. 

Sequence number Features selected Number of values that are missing Number of values that are missing % 

1 Gender 0 0% 

2 DateofBirth (Age) 0 0% 

3 Race 0 0% 

4 Smoker currently 20545 57.90% 

5 High Blood Pressure (HP) details 
(Single time) 

0 0% 

6 School/College education detail–
Children (06–19 years) 

1769 4.99% 

7 Marriage details 1769 4.99% 

8 Pregnancy information 28205 79.48% 

9 Earnings of the family (Annually) 691 1.95% 

10 Cholesterol (milligram) 3062 8.63% 

11 Dietary fibre (gram) 3062 8.63% 

12 Carbohydrates (gram) 3062 8.63% 

13 Overall fat (gram) 3062 8.63% 

14 Protein (gram) 3062 8.63% 

15 Overall sugars (gm) 3062 8.63% 
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Table 2. (Continued). 

Sequence number Features selected Number of values that are missing Number of values that are missing % 

16 Sodium (milligram) 3062 8.63% 

17 BMI 847 2.39% 

18 high blood pressure (HP) details (>2 
times) 

23118 65.15% 

19 Hypertension based on Age 23157 65.26% 

20 Glucose (mmol/L)–Fasting- Status of 
Diabetes 

0 0% 

21 Weight (Kilogram) 789 2.22% 

22 Exercises (Heavy)–Per week 27442 77.33% 

23 Exercises (moderate)–Per week 27461 77.39% 

24 Drinking habits (alcohol) 3062 8.63% 

25 Smoking habits (100 cigarettes till 
now) 

886 2.50% 

26 Family earnings to poverty thresholds 3564 10.04% 

27 School/College education detail– 
Adults (>20 years) 

33716 95.01% 

28 Exercises (Heavy)–Daily (Minutes) 27442 77.33% 

29 Exercises (moderate)–Daily (Minutes) 27461 77.39% 

30 Potassium (milligram) 3062 8.63% 

3.3. Dataset after preprocessing (final dataset) 

Following the preprocessing of the initial dataset, the final dataset has 14,682 
observations and 21 features in addition to the target variable (DM). The other 16 
features have category values, whereas five of the features have numerical values. 
Categorical data are data kinds that can be stored and recognized depending on the 
names or labels given to them. The term “numerical data” describes information that 
takes the shape of numbers. Table 3 shows the number of categories and types of data. 

Table 3. Categories. 

Sequence number Features selected Number of categories Type of data 

1 Gender 2 Categorical 

2 Date of Birth (Age) - Numerical 

3 Race 5 Categorical 

4 School/College education detail 5 Categorical 

5 Marriage details 7 Categorical 

6 Pregnancy information 4 Categorical 

7 Earnings of the family (Annually) - Numerical 

8 Cholesterol (milligram) 4 Categorical 

9 Dietary fiber (gram) 4 Categorical 

10 Carbohydrates (gram) 6 Categorical 

11 Overall fat (gram) 5 Categorical 

12 Protein (gram) 4 Categorical 
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Table 3. (Continued). 

Sequence number Features selected Number of categories Type of data 

13 Overall sugars (gm) 6 Categorical 

14 Sodium (milligram) 5 Categorical 

15 BMI - Numerical 

16 Hypertension 2 Categorical 

17 Glucose (mmol/L)–Fasting- Status of Diabetes 2 Categorical 

18 Exercises-Per week - Numerical 

19 Drinking habits (alcohol) - Numerical 

20 Smoking habits 4 Categorical 

21 Family earnings to poverty thresholds 12 Categorical 

22 Potassium (milligram) 6 Categorical 

3.4. ML model building 

The different steps in the Machine Learning process are shown in Figure 3. 

 
Figure 3. ML process to predict DM. 

Applying ML algorithms entails training the model and performing various ML 
techniques on the datasets. In the performance assessment step, the outcomes of the 
implemented algorithms are assessed, and each algorithm’s performance is evaluated 
using precision, AUC, accuracy, etc. In the comparative evaluation stage, all of the 
applied ML algorithms are compared to see which one is the most effective at detecting 
DM and predicting blood glucose levels. In this study, the NHANES dataset is utilized 
and five ML methods such as Artificial Neural Networks (ANN) and gradient boosting 
such as CATBoost (CGB), XGBoost (XGB), XGBoost-histogram (XGB-h), and Light 
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GBM (LGBM) to predict DM. Due to the population’s mix of people with and without 
diabetes mellitus, practically every medical dataset is unbalanced. The target variable 
(DM) consists of 73.63% of participants without DM and 22.40% of participants with 
DM. When the proportion of the target’s values differs by such a large amount, the 
resulting model will be incredibly biased and inadequate. Many approaches were put 
out to address the dataset imbalance, such as threshold-moving, oversampling the 
minority class, weighted-class training, and undersampling the majority class. In this 
research, a weighted-class training method is employed. This approach was selected 
since it protects the dataset from alterations and has worked most effectively in this 
research. The data had to be divided into three sets before being fed to the model. Set-
1 is for training the model, set-2 is for validating the model’s accuracy through the 
process of training, and set-3 will assess the trained model’s performance with never-
before-tested data. 

Data from the NHANES dataset are gathered during data collection. The 
collected data is for 6 years that are 2007–2014, 2015–2016, and 2017–2018. For 
training and validation, the data used from the years 2007–2016, out of which 20% of 
the data are for validation and the training of the model uses 80% of the data. For 
testing the model, the data was utilized from the years 2017–2018. Five ML methods 
such as Artificial Neural Networks (ANN), CATBoost (CGB), XGBoost (XGB), 
XGBoost-histogram (XGB-h), and Light GBM (LGBM) are employed to predict DM. 
Figure 4 shows the ML process to predict DM. To train the model, the following steps 
are followed: (i) Enumerate through the selected algorithm; (ii) use the training set to 
train the model; (iii) validate the model with validating data; (iv) tune the model’s 
hyperparameters; and (v) utilize the test data to assess the model’s effectiveness. To 
choose the best model, we first had to train every model using the training dataset, 
then use the validation data set to identify the model’s optimal hyperparameters and 
then use the test data set to assess the model. 

 
Figure 4. The accuracy of the classifiers for diabetic prediction is based on 
validation and test datasets. 

4. Result 

Following the training procedure, we identified the best model, which was 
created using the XGB-h. The model’s cross-validation value was 0.864, and its 
overall accuracy with the validation dataset and test data set was 87.7% and 85%, 
respectively. Amongst all of the examined algorithms, the ANN model got the lowest 
ratings. Although ANN is well known for its cutting-edge performance across 
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numerous ML tasks, it did not do the task as well as other algorithms. False Positives 
are low-risk errors in this study since patients can readily get tested for the disease and 
confirm that they don’t have it, so even if the model incorrectly predicts that the patient 
has diabetes when he doesn’t, it won’t be an issue. The patient will believe he doesn’t 
have diabetes and may not get checked for the disease, which could cause the diabetes 
problems to worsen. However, if the model predicts that the individual is diabetes-free 
when in fact he has diabetes, this will be an elevated-risk error. Figure 4 shows the 
accuracy of the classifiers for diabetic prediction based on validation and test datasets. 
Figure 5 shows the precision of the classifiers for diabetic prediction based on 
validation and test datasets. The specificity of the classifiers for diabetic prediction is 
based on validation and test datasets (Figure 6). The sensitivity of the classifiers for 
diabetic prediction based on validation and test dataset (Figure 7). Figure 8 shows the 
F1-Score of the classifiers for diabetic prediction based on validation and test datasets. 
Figure 9 shows the NPV of the classifiers for diabetic prediction based on validation 
and test datasets. Figure 10 shows the MCC of the classifiers for diabetic prediction 
based on validation and test datasets. Figure 11 shows the CV10-fold of the classifiers 
for diabetic prediction based on validation and test datasets. Figure 12 shows the AUC 
of the classifiers for diabetic prediction based on validation and test data. Figure 13 
shows the FP of the classifiers for diabetic prediction based on validation and test data. 
Figure 14 shows the FN of the classifiers for diabetic prediction based on validation 
and test data. 

 
Figure 5. The precision of the classifiers for diabetic prediction based on validation 
and test dataset. 

 
Figure 6. The specificity of the classifiers for diabetic prediction based on validation 
and test dataset. 
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Figure 7. The sensitivity of the classifiers for diabetic prediction based on validation 
and test dataset. 

 
Figure 8. The F1-Score of the classifiers for diabetic prediction based on validation 
and test dataset. 

 
Figure 9. The NPV of the classifiers for diabetic prediction based on validation and 
test dataset. 

 
Figure 10. The MCC of the classifiers for diabetic prediction based on validation 
and test dataset. 
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Figure 11. The CV10-fold of the classifiers for diabetic prediction based on 
validation and test dataset. 

 
Figure 12. The CV10-fold of the classifiers for diabetic prediction based on 
validation and test dataset. 

 
Figure 13. The FP of the classifiers for diabetic prediction based on validation and 
test dataset. 

 
Figure 14. The FN of the classifiers for diabetic prediction based on validation and 
test dataset. 
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5. Conclusion 

A smart expert system that uses ML methods to deliver improved outcomes using 
statistical metrics has been presented for enhanced DM prediction. The association 
between DM and a healthy lifestyle is used in the model. In this study, we use the 
NHANES dataset and five ML methods such as ANN, CGB, XGBoost XGB, XGB-h, 
and LGBM to predict DM. The results of the experiment demonstrate that the XGB-h 
model is superior to other ML methods in terms of accuracy and AUC. These 
algorithms will be applied to various, sizable, and real-time datasets as part of the 
present investigation to determine the effectiveness of the suggested solution. The 
most effective XGB-h framework can be used in a mobile app and a website to rapidly 
forecast DM. Real-time predictions using details delivered by the model at runtime 
can be developed as a whole bundle as a product Clinicians can quickly determine 
who is likely to get diabetes using the proposed strategy, which will facilitate prompt 
intervention and caring. The suggested approach makes it possible to predict the 
prevalence of DM more precisely. The application of ML techniques to predict the 
likelihood of developing any DM side effects, including retinopathy, kidney disease, 
and cardiovascular disease, is also possible with the proposed method. The suggested 
approach will lessen the escalating cost of DM on the healthcare system while assisting 
in maintaining the quality of life for those with DM. The models are stored in a system 
that keeps data in the cloud for future use. The model uses the patient’s most recent 
health information to decide whether they have diabetes. However, in the present work, 
the contribution of a particular feature towards DM is not considered. 
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